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Figure 6: Performance of a Mean+Variance retransmit timer
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Same data as above but the solid line shows a retransmit timer computed according to the
algorithm in appendix A.

To finesse a proof, note that a network is, to a very good approximation, a linear system.
That is, it is composed of elements that behave like linear operators — integrators, delays,
gain stages, etc. Linear system theory says that if a system is stable, the stability is expo-
nential. This suggests that an unstable system (a network subject to random load shocks
and prone to congestive collapse5) can be stabilized by adding some exponential damping
(exponential timer backoff) to its primary excitation (senders, traffic sources).

3 Adapting to the path: congestion avoidance

If the timers are in good shape, it is possible to state with some confidence that a timeout in-
dicates a lost packet and not a broken timer. At this point, something can be done about (3).
Packets get lost for two reasons: they are damaged in transit, or the network is congested
and somewhere on the path there was insufficient buffer capacity. On most network paths,
loss due to damage is rare (!1%) so it is probable that a packet loss is due to congestion in
the network.6

showing that no collision backoff slower than an exponential will guarantee stability on an Ethernet. Unfortu-
nately, with an infinite user population even exponential backoff won’t guarantee stability (although it ‘almost’
does—see [1]). Fortunately, we don’t (yet) have to deal with an infinite user population.

5The phrase congestion collapse (describing a positive feedback instability due to poor retransmit timers) is
again the coinage of John Nagle, this time from [23].

6Because a packet loss empties the window, the throughput of any window flow control protocol is quite
sensitive to damage loss. For an RFC793 standard TCP running with window w (where w is at most the
bandwidth-delay product), a loss probability of p degrades throughput by a factor of (1+2pw)−1. E.g., a 1%
damage loss rate on an Arpanet path (8 packet window) degrades TCP throughput by 14%.
The congestion control scheme we propose is insensitive to damage loss until the loss rate is on the order of

the window equilibration length (the number of packets it takes the window to regain its original size after a
loss). If the pre-loss size is w, equilibration takes roughly w2/3 packets so, for the Arpanet, the loss sensitivity


