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Figure 3: Startup behavior of TCP without Slow-start
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Trace data of the start of a TCP conversation between two Sun 3/50s running Sun OS 3.5
(the 4.3BSD TCP). The two Suns were on different Ethernets connected by IP gateways
driving a 230.4 Kbps point-to-point link (essentially the setup shown in fig. 7). The win-
dow size for the connection was 16KB (32 512-byte packets) and there were 30 packets of
buffer available at the bottleneck gateway. The actual path contains six store-and-forward
hops so the pipe plus gateway queue has enough capacity for a full window but the gateway
queue alone does not.
Each dot is a 512 data-byte packet. The x-axis is the time the packet was sent. The y-
axis is the sequence number in the packet header. Thus a vertical array of dots indicate
back-to-back packets and two dots with the same y but different x indicate a retransmit.
‘Desirable’ behavior on this graph would be a relatively smooth line of dots extending
diagonally from the lower left to the upper right. The slope of this line would equal the
available bandwidth. Nothing in this trace resembles desirable behavior.
The dashed line shows the 20 KBps bandwidth available for this connection. Only 35%
of this bandwidth was used; the rest was wasted on retransmits. Almost everything is
retransmitted at least once and data from 54 to 58 KB is sent five times.

first-hop gateway sees a burst of eight packets delivered at 200 times the path bandwidth.
This burst of packets often puts the connection into a persistent failure mode of continuous
retransmissions (figures 3 and 4).

2 Conservation at equilibrium: round-trip timing

Once data is flowing reliably, problems (2) and (3) should be addressed. Assuming that
the protocol implementation is correct, (2) must represent a failure of sender’s retransmit
timer. A good round trip time estimator, the core of the retransmit timer, is the single most


