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Figure 5: Performance of an RFC793 retransmit timer
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Trace data showing per-packet round trip time on a well-behavedArpanet connection. The
x-axis is the packet number (packets were numbered sequentially, starting with one) and
the y-axis is the elapsed time from the send of the packet to the sender’s receipt of its ack.
During this portion of the trace, no packets were dropped or retransmitted.
The packets are indicated by a dot. A dashed line connects them to make the sequence eas-
ier to follow. The solid line shows the behavior of a retransmit timer computed according
to the rules of RFC793.

The parameter ! accounts for RTT variation (see [5], section 5). The suggested ! = 2
can adapt to loads of at most 30%. Above this point, a connection will respond to load
increases by retransmitting packets that have only been delayed in transit. This forces the
network to do useless work, wasting bandwidth on duplicates of packets that will eventually
be delivered, at a time when it’s known to be having trouble with useful work. I.e., this is
the network equivalent of pouring gasoline on a fire.

We developed a cheap method for estimating variation (see appendix A)3 and the re-
sulting retransmit timer essentially eliminates spurious retransmissions. A pleasant side
effect of estimating ! rather than using a fixed value is that low load as well as high load
performance improves, particularly over high delay paths such as satellite links (figures 5
and 6).

Another timer mistake is in the backoff after a retransmit: If a packet has to be retrans-
mitted more than once, how should the retransmits be spaced? For a transport endpoint
embedded in a network of unknown topology and with an unknown, unknowable and con-
stantly changing population of competing conversations, only one scheme has any hope
of working—exponential backoff—but a proof of this is beyond the scope of this paper.4

3We are far from the first to recognize that transport needs to estimate both mean and variation. See, for
example, [6]. But we do think our estimator is simpler than most.

4See [8]. Several authors have shown that backoffs ‘slower’ than exponential are stable given finite popula-
tions and knowledge of the global traffic. However, [17] shows that nothing slower than exponential behavior
will work in the general case. To feed your intuition, consider that an IP gateway has essentially the same
behavior as the ‘ether’ in an ALOHA net or Ethernet. Justifying exponential retransmit backoff is the same as


