History of ideas in recognition

* 1960s — early 1990s: the geometric era
e 1990s: appearance-based models

* Mid-1990s: sliding window approaches
* Late 1990s: local features

* Early 2000s: parts-and-shape models
 Mid-2000s: bags of features

 Present trends: combination of local and
global methods, data-driven methods, context

Svetlana Lazebnik



Global scene descriptors

 The “gist” of a scene: Oliva & Torralba (2001)
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http://people.csail.mit.edu/torralba/code/spatialenvelope/



http://people.csail.mit.edu/torralba/code/spatialenvelope/

Data-driven methods

Original

J. Hays and A. Efros, Scene Completion using Millions of Photographs, SIGGRAPH 2007



http://graphics.cs.cmu.edu/projects/scene-completion/

Data-driven methods

(b) Retrieval Set
Building Road

(c) Superpixels i@} Persclassiikelihoods (e) Final Labeling

J. Tighe and S. Lazebnik, ECCV 2010



Geometric context

(c) Surface estimate
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(b) P(person) = uniform (d) P(person | geometry)
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(f) P(person | viewpoint)  (g) P(person|viewpoint,geometry)

D. Hoiem, A. Efros, and M. Herbert. Putting Objects In
Perspective. CVPR 2006.



http://www.cs.uiuc.edu/homes/dhoiem/projects/pop/
http://www.cs.uiuc.edu/homes/dhoiem/projects/pop/

What Matters in Recognition?

* Learning Techniques

— E.g. choice of classifier or inference method

* Representation
— Low level: SIFT, HoG, gist, edges

— Mid level: Bag of words, sliding window,
deformable model

— High level: Contextual dependence
* Data

— More is always better
— Annotation is the hard part



What Matters in Scene Recognition?

* Learning Techniques
—?

* Representation
—?

e Data
-7



Large-scale Instance Retrieval

Computer Vision
CS 143, Brown

James Hays



Multi-view matching

Matching two given Search for a matchi-ng
views for depth view for recognition

Kristen Grauman



How to quickly find images in a large database
that match a given image region?




Video Google System
Query
gl region

1. Collect all words within
query region

2. Inverted file index to find
relevant frames

3. Compare word counts

4. Spatial verification

Sivic & Zisserman, ICCV 2003

Sowiel) PaASLISY

e Demo online at :

http://www.robots.ox.ac.uk/~vgg/r
esearch/vgoogle/index.html
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Kristen Grauman



Example Applications

Aachen Cathec

Mobile tourist guide
 Self-localization

e Object/building recognition
« Photo/video augmentation
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8. Leibe [Quack, Leibe, Van Gool, CIVR’08]



Application: Large-Scale Retrieval

.

Query Results from 5k Flickr images (demo available for 100k set)
[Philbin CVPR’07]
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Application: Image Auto-Annotation

Colosseum

Left: Wikipedia image
Right: closest match from Flickr

K. Grauman, B. Leibe



Google Goggles

Use pictures to search the web. [» Watch a video

kel

Get Google Goggles

Android (1.6+ required)
Download from Android Market.

"~ Send Goggles to Android phone

New! iPhone (iOS 4.0 required)
Download from the App Store.

Send Goggles to iPhone

i BAL
1| ke I'{.l:llf?“]'i.‘i
Crepes8 A SUMMRRY
oeafs-7
Text Landmarks Books Contact Info

Lammkoteletts vom Biobauern mit
Schalotven, Tomatencoulis und Basilikum-
Gnocchi

German (auto) = English

Lamb chops from the farmers with the
shallots, tomato sauce and basil gnocchi




Simple idea

See how many keypoints Lots of
] . Matches

are close to keypoints in

each other image

Few or NO
Matches

But this will be really, really slow!



Indexing local features

« Each patch / region has a descriptor, which is a
point in some high-dimensional feature space
(e.qg., SIFT)

ST,

Descriptor’s
feature space

Kristen Grauman



Indexing local features

 When we see close points in feature space, we
have similar descriptors, which indicates similar
local content.

®
K\ .: o
‘ ®
G "
Descriptor’s _Query
feature space image
Database Easily can have millions of

images features to search! i isiencra



Indexing local features:

| Index

“Rlong 175" From Dabroi ko
Flerida; inside back cover
“Diriwe 1-85," Fram Bostom 1o
Flogica; iraide Dok cover
V& Spanish Tral Roadway;
1071 =102, 104
511 Trallic Infonmsation; 83
A1A (Barrier isf) - I-55 Access; 86
Al (and CARY, B3
Al teationad Offics; B8
Abbaesiations,
Golored 25 mile Maps; covar
Exit Sarvices; 196
Travelogue: 85
Alica; 177
Agricutharsl Inspaction Sirs; 126
Ah-Tah:Thi-Ki EResaurn; 1080
Air Conditiordng, First; 112
Alabama; 124
Alachua; 132
Conindy; 131
Alatia Fioar, 143
Alapaha, Name; 135
Alfred B Maclay Gardans; 106
Alligates Al 154158
Alligatar Fanm, 54 Augusting; 160
Alligater Hole (dediniticn); 157
Alligator, Bddy; 155
Adligatons; 100, 135,138,147, 156
Anasiasia laland; 170
Anhaica; 108-108, 146
Apalachicola River; 112
Appleton Mus of Arl: 135
Anquilar; 102
Aralsian Mights; 94
At Musoum, Ringing; 147
Aruba Beach Cale; 183
Aucilla River Project; 106
Babcock-Web WHA; 151
Bahia Mar Marina; 184
Bakar County; 98
Barafoot hallman; 182
Barge Canal; 137
Ban Lirsy Expy: 80
Balz Culied Mali: 82
Bernard Casire: 136
Big °I*; 165
Biy Cypeess: 155,156
Big Fool Monster; 105
Billie Swamp Safari; 160
Blackwator Fioar SP; 117
Blu@ Angels

Butberity Center, MoGiEr; 134
G (5ea ARA)
GO, Thi; 111,113,115,135,142
Ca 'fan; 147
Calopsahaiches Rivar; 152
ama; 150
Canavaral Mabil Sessharg: 173
Cannon Creek Airpark; 130
Canopy Road; 106,160
Cope Conaverad 174
Casflls San Marcoa; 160
Cave Diving; 13¥
Cyo Costa, Nama; 150
Colebraton; 93
Charalte County; 148
Charkathe Harbor 150
Chautauqua; 116
Chiplary; 114
Mame, 115
Chactewsiches, Naema; 115
Circus Musaurm, Ringling; 147
Citrus; 88,87 130,136, 140,180
CityFlace, YW Palm Beach: 180
City Maps,
Fi Lansdnrdale Expavygs; 194,106
Jackaarwille; 163
Kissimmes Expwys; 152-153
Mlamil Expressways; 194-195
Ovlandd Exprassways; 152183
Panaasola; 28
Talzhassas; 191
Tampi- 51, Petersburg; 63
S0, hugsuting; 191
Civil War: 100,108,127, 138, 141
Claarwaler Marine Agquarum; 137
CoHlier County; 154
Collier, Barron; 152
Cotonial Spanian Cuarlers; 168
Cohumbin County; 101,128
Coquina Building Material; 165
Corkacrew Swarnp, Marne; 154
Ciowiazrys; 85
Crab Trag 1I; 144
Crackar, Flowida; 88 85 132
Crosstown Expy: 11,55,88.143
Cuban Sread; 184
Dade Batilafiahd 140
Dy, Maj. France:; 130-140,161
Ciamia Beach Husricane: 184
Dartel Boone, Frorkda Walkz 117
Diaybana Baach; 172-173
Dy Land: 87

Diriving Lanses; 85
Durval Coundy; 163
Eau Galis; 176
Edison, Thomas; 152
Eglin AFE; 116-115
Eight Reale; 176
Elleniban; 144-145
Emanusl Foind Wreck; 120
Emergency Caliooes; 53
Epiphytes; 142,148,157 155
Ezeambia Bay: 119
Biredge (I-10); 118
County; 130
Esfore; 153
Ewvanglade 30,95, 138-140, 154~ 160
Draining of; 158,181
Widiifa biA; 180
‘Waondar Gardens; 154
Falling Watars 5F; 115
Fantasy of Flight; 95
Fayar Dekoas SP; 111
Fires, Forest: 166
Fireg, Prascribed |, 148
Flsherman's VeElags; 151
Flaghsr Courty; 171
Flagher, Henry: 97185, 167,171
Flarida Aguarhem: 166
Flatida,
12,000 yaas ago; 187
Cavan SP; 114
Mag of all Exprossways: 2-3
My of Matwral Histon; 134
Mationnl Cematery © 141
arl of Alvica; 177
Fiathonm; 187
Sherifs Boys Camp; 126
Sports Hall of Fame; 130
Sun 'n Fun Mueseum: 97
Suprams Couwr; 107
Florida’s Turnpike (FTR), 178,189
25 mils Stip Maps: 66
Administragion; 188
Comn System; 150
Bl Services; 185
HEFT: 76,161,180
History; 189
Hamas; 189
Sorvics Plazas; 100
Spur BR91: TE
Ticket System; 150
Tk Plaras; 153
Fard, Henmg: 152

Inverted file iIndex

For text
documents, an
efficient way to find
all pages on which
a word occurs Is to
use an index...

We want to find all
Images in which a
feature occurs.

To use this idea,
we’ll need to map
our features to
“visual words”.

Kristen Grauman



Visual words

« Map high-dimensional descriptors to tokens/words
by quantizing the feature space

« Quantize via
clustering, let
cluster centers be
the prototype
‘words”

-  Determine which
/ Descriotor word to assign to
S— escriptor's each new image
feature space . .
region by finding
the closest cluster
center.

Kristen Grauman



* Example: each

Visual words

group of patches
belongs to the
same visual word




Visual vocabulary formation

Issues:

Vocabulary size, number of words

Sampling strategy: where to extract features?
Clustering / quantization algorithm

Unsupervised vs. supervised

What corpus provides features (universal vocabulary?)

Kristen Grauman



Inverted file Index

w |Image #1

.. 2
[0)
)
£ 7 1,2
(O
o Image #2 g 3
e!
S
a 9

10

Image #3
91 2

Database ifnages are loaded into the index mapping
words to image numbers

Kristen Grauman



Inverted file Index

* New query image is mapped to indices of database
Images that share a word.

Kristen Grauman



Instance recognition:
remaining ISsues

How to summarize the content of an entire
iImage? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman



Analogy to documents

Of all the sensory impressions proceeding to
the brain, the visual experiences are the
dominant ones. Our perception of the world
around us is based essentially on the
messages that rz = OUr eyes.

eye, cell, optical
nerve, image
. Hubel, Wiesel ,

following th 2 _
to the various

demonstrate that the message abo?
image falling on the retina undergoes
wise analysis in a system of nerve cel
stored in columns. In this system each C
has its specific function and is responsibl
a specific detail in the pattern of the retinal
image.

China is forecasting a trade surplus of $90bn
(E51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 300/ :

China's .
deliberff{€xports, Imports, US,
agreesfl/uan, bank, domestic,

b, foreign, increase,
w, trade, value

freely. However, Beijing has made it ci
it will take its time and tread carefully b
allowing the yuan to rise further in value.

ICCV 2005 short course, L. Fei-Fei







Bags of visual words

« Summarize entire image 5 H
based on its distribution ol o I
(histogram) of word I =
occurrences. 1 .

« Analogous to bag of words H e
representation commonly < =

used for documents.

Wip B @%*tmxﬁh
L, (2R = a




Comparing bags of words

« Rank frames by normalized scalar product between their
(possibly weighted) occurrence counts---nearest
neighbor search for similar images.

18 1 4] 511 0] (d;,q)
V' - A sim d,
s 4) = T g

v () * q(0)
erld(oz*lelqo

for vocabulary of V words

Kristen Grauman



Inverted file index and
bags of words similarity

w Image !

New query image

. Extract words in query

Inverted file index to find
relevant frames

. Compare word counts

Kristen Grauman



Instance recognition:
remaining ISsues

How to summarize the content of an entire
image? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman



Vocabulary size

Results for recognition task

. 80 with 6347 images
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00k 100k 1M 10M — -

Nr of Leaf Nodes

Influence on performance, sparsity  Nister & Stewenius, CVPR 2006

Kristen Grauman



Recognition with K-tree

Following slides by David Nister (CVPR 2006)
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Vocabulary trees: complexity

Number of words given tree parameters:
branching factor and number of levels

Word assignment cost vs. flat vocabulary



r

110,000,000

Images In
8 Seconds

5

Slide Credit: Nister



Sightseeing

Slide Credit: Nister



Center for

Visualization & Virtual
Environments

Slide Credit: Nister

UK &



Slide Credit: Nister



Performance
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Database Size

ImageSearch at the VizCentre

New guerny: | Browse... | Send File |
File is 500x320

et

Top n results of your guery.

bourne/im1000043322.pgm bourne/im1000043323.pgm bourne/im1000043326.pgm bourne/im1000043327 .pgm
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Higher branch factor works better
(but slower)
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Sampling strategies

At 1A T

HEE ﬂﬂSFIlh
P r=a
HEEFS=
EEOEEE
~JlEEE
= 1111

- Dense, uniformly Randomly
points

» To find specific, textured objects, sparse
sampling from interest points often more reliable.

« Multiple complementary interest operators offer
more image coverage.

» [For object categorization, dense sampling offers
better coverage.

[See Nowak, Jurie & Triggs, ECCV 2006]

Multiple interest
operators

75 K. Grauman, B. Leibe
Image credits: F-F. Li, E. Nowak, J. Sivic



Instance recognition:
remaining ISsues

How to summarize the content of an entire
image? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman



Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Which
matches
better’?

\



Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Real objects have consistent geometry



Spatial Verification

Query

DB image with high Bow ——— g
similarity DB image with high Bow
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum



Spatial Verification

Query

I ’E ""‘J,«t~,

DB image with high Bow ——— g
similarity DB image with high Bow
similarity

Only some of the matches are mutually consistent

Slide credit: Ondrej Chum



Instance recognition:
remaining ISsues

How to summarize the content of an entire
image? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman



Scoring retrieval quality

bl

i

H :

Results (ordered):

Database size: 10 images
Query Relevant (total): 5 images

precision = #relevant / #freturned
recall = #relevant / #total relevant

o
o)

o
fo))

precision

o
N

o
N

0.4 0.6

recall

Slide credit: Ondrej Chum



What else can we borrow from
text retrieval?

| Index

“Along I-75," From Datroi bo
Flesida; dnside back cover
“Dirive 195," From Bostan 1o
Florida; dingide back cover
1524 Spanish Trall Roadway;
107 102,104
511 Tralhe Infonmalion; 83
A1A (Barrier i) - -85 Access; B
AMA (and CAA); B3
Ak Nalicnal Office; B0
Abbieviations,
Codored 25 mile Maps; covar
Exit Sarvices; 196
Traweogue: 05
Alrica; 177
Agriculiural Inspaction Stre; 126
Ah-Tah-Thi-Ei Miesaurm; 180
Air Conditioring, Firet; 112
Alabamma; 134
Alachua; 152
Courty; 131
Alatia Fioar, 143
Alapaha, Name; 13§
Alfred B Maclay Gardans; 106
Alligator Alky: 154-155
Alligator Farm, 51 Augusting; 169
Alligator Hole (dediniticn); 157
Alligavicer, Busddy; 155
Alligatons:; 100,135,138, 147,156
Anastasia laland; 170
Anhaiza; 108- 108,146
Apalachicola River: 112
Appleton Mus ol Arl: 136
Adquifer; 102
Argioian Mignts; 94
Art Musoum, Ringing; 147
Aruba Beach Cals: 183
Aucila River Project; 106
Baboock-Wed WA 151
Eiahia Mar harina; 184
Baker Counly; 38
Barafoot Maliman; 182
Barge Canal; 137
Bag Line Expy, 80
Balz Culied Maliz 83
Barnard Caslre: 136
Blig *I*; 185
Big Cypeess; 155,158
Big Fool Monstar; 105

Butterfly Center, Molisre; 134
CAl (sea AAA)
COC, Ths 111,112,115,135, 142
Ca @Zan; 147
Calopsahalches Rhar; 152
Paama; 150
Canaveral Nabnl Seashane; 173
Gannon Creek Alrpark; 130
Canopy Road; 106,160
Cape Canaveral 174
Caafille San Marcod; 165
Cave Diving: 131
Gayo Gosta, Nama; 150
Coladbration: 93
Chadatbe Counby;, 149
Charkatte Harbor 150
Chautauqua; 116
Chiphay; 114
Mame: 115
Chactawaiches, Mamma; 115
Circus Muspum, Ringling; 147
Citrurs; 88,57, 130,136, 140,180
CRyPlace, YW Palm Beach: 180
City Maps,
Fi Lansdardale Expwys; 184155
Jacksonille; 163
Kissimmes Expwys: 152-153
Miami Expressways: 194-195
Oulands Expresseays: 152.193
Pangacola; 25
Telzhasses; 191
Tampa 51, Patersburg; 63
21, Auigautindg; 191
Cindl War: 100,108,127, 138,141
Clemnvwater Marng Aquarkum; 187
Colliar County; 154
Collier, Barron; 152
Colenial Spanish Quarlers; 168
Crohambia County: 101,128
Coquina Building Material; 185
Corkscrew Swamp, Name; 154
Cowbays, 95
Corab Trage 11; 142
Cracker, Florida; 88,95 132
Crogstown Expy: 11,35,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Dade, Maj. Frances; 135-140,161
Cania Beach Huricane: 184

Driving Lanes; 85
Durval County; 163
Eau Galig; 175
Eddizon, Thomas; 152
Eqlin AFB: 116116
Eight Reale; 176
Ellsnion; 144-145
Emanuel Poind Wreck; 120
Emargency Caliooes; B3
Epiphytes; 142,148,157,159
Escambia Bay; 119
Barwclpe (1-903; 119
County; 120
Estpre; 153
Ewvarnglade 80,85, 138-140,154-160
Drainfng of; 156,181
Wikdlifa biA; 160
Wondar Gandens; 154
Falling Watara 5P: 115
Fantasy of Flight; 95
Fayar Drploms SP; 171
Fires, Forast: 168
Fireg, Frascribed | 1438
Flsherman's VElage; 151
Flagher Courty; 171
Flagler, Heary; 97.165,167,171
Florida Aguarem: 1656
Flasida,
12,00 yaars ags; 147
Cawarn SF; 114
Map of all Expressways; 2-3
Mus of Matural History: 134
Matisnal Camateny - 141
Parl of Alrica; 177
Fiatonm; 187
Sheriffs Boys Camp,; 126
Sporta Hall of Fane: 130
Sun 'n Fun Musaum: 97
Suprame Courd; 107
Florida's Turngike (FTP), 178,188
25 mila Strip Maps: 66
Adminiatraton; 189
Coin System; 190
Exil Sorvices; 186
HEFT, 76,161,130
Higbory: 189
Mamas; 189
Sorvice Plaras; 193
Spur SRS TR

China is forecasting a trade surplus of $90bn
(E51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 300/ : ‘

exports, imports, US,
uan, bank, domestic,
. foreign, increase,
trade, value

it will take its time and tread carefully b
allowing the yuan to rise further in value.




tf-idf weighting

« Term frequency — inverse document frequency

« Describe frame by frequency of each word within it,
downweight words that appear often in the database

« (Standard weighting for text retrieval)

Number of o Total number of
occurrences of word — —— 7. N documents in
i in document d f: — id 10 L database
i — —— 108
_ ng n; Number of documents
Number of words in - ___— ™\ word i occurs in, in
document d

whole database

Kristen Grauman



Query expansion

Query: golf green
Results:
- How can the grass on the greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four hole in ...
- Manufactures and sells synthetic golf putting greens and mats.

Irrelevant result can cause a topic drift’:
- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual, , hatchback, 94000miles,

2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Front and Rear
Parking Sensors, ABS, Alarm, Alloy

Slide credit: Ondrej Chum



Query Expansion

Results

New query Chum, Philbin, Sivic, Isard, Zisserman: Total Recall..., ICCV 2007
Slide credit: Ondrej Chum



Things to remember

* Object instance recognition

— Find keypoints, compute
descriptors

— Match descriptors
— Vote for / fit affine parameters
— Return object if # inliers > T

* Keys to efficiency
— Visual words
* Used for many applications

— Inverse document file

 Used for web-scale search




