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Project 5 mark distribution



Project 5 avg. prec. distribution



Project 5 – well done!

“Finally, there will be extra credit and recognition for the 
students who achieve the highest average precision.”

Drumroll please…

*. 100% - Multi-scale squares at every position

1. 93.9% - Kyle Myerson

2. 93.7% - Tiffany Chen

3. 92.7% - Qikun (Tim) Guo 

4. 92.4% - Lucas Lehnert

5. 92.1% - Katya Schwiegershausen



Results on our photos



Results on our photos

[Kyle Myerson]



Profile?



Profile?

[Kyle Myerson]



Are there any faces here?



No faces…

[Kyle Myerson]



More TAs!

• 70 in class now (+ 70 on waitlist)

• 107 pre-registered for fall 2017



Reading 
architecture 
diagrams

Layers
- Kernel sizes
- Strides
- # channels
- # kernels
- Max pooling















Our connectomics diagram
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Auto-generated from network declaration by nolearn (for Lasagne / Theano)
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AlexNet diagram (simplified)
Input size
227 x 227 x 3

Conv 1
11 x 11 x 3
Stride 4
96 filters

227

227

Conv 2
5 x 5 x 48
Stride 1
256 filters

3x3 
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3x3 
Stride 2

[Krizhevsky et al. 2012]

Conv 3
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384 filters

Conv 4
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384 filters

Conv 4
3 x 3 x 192
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256 filters



VERY DEEP CONVOLUTIONAL NETWORKS 
FOR LARGE-SCALE IMAGE RECOGNITION

Karen Simonyan& Andrew Zisserman 2015

These are the pre-trained “VGG” networks 

that you use in Project 6

Beyond AlexNet







Google LeNet (2014)

22 layers

6.67% error
ImageNet top 5



Inception!



Parallel layers



ResNet (He et al., 2015)

ResNet won ILSVRC 2015 with 
a top-5 error rate of 3.6% 

Depending on their skill and 
expertise, humans generally 
hover around a 5-10% error.

But the task is arguably
not well defined.







CIFAR-10

• 60,000 32x32 color images, 10 classes









Regular net



Residual Unit



Residual Unit

The inputs of a lower layer is made 
available to a node in a higher layer.






