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Pitman-Yor Process

e General stick-breaking prior: P(.) = 22121 pkoz (.):
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Pitman-Yor Process

o General stick-breaking prior: P(.) = 22121 pkoz (.):
o Generating values: Z, ~ H
o Assigning weights:

k—1

Pk = H(l — \/,) Vi Vi ~ Beta(ak, bk)
i=1
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Pitman-Yor Process

o General stick-breaking prior: P(.) = 22121 pkoz (.):
o Generating values: Z, ~ H
o Assigning weights:

k—1

Pk = H(l — \/,) Vi Vi ~ Beta(ak, bk)
i=1

e Pitman-Yor as a special case: P)(a,b,H),a € [0,1),b> —a

o Vi ~ Beta(l — a,a+ bk)
o Weights {px}N_; induces a power-law distribution:

P(ny) o n,, ~(1+2)
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Why power-law?

@ Think of the proportions broken
off the remaining stick,
Vi ~ Beta(l — a, b+ ka):

1-a
1+b+(k—1)a

E[Vi] =

@ a = 0 reduces to DP
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Why power-law?

=05=05

@ Think of the proportions broken :
off the remaining stick,
Vi ~ Beta(l — a, b+ ka): :

0 01 02 03 04 05 06 07 08 09 1

a=05,b=1

1-a ]
1+b+(k—1)a .

E[Vi] =

0 01 02 03 04 05 06 07 08 09 1

@ a = 0 reduces to DP

a=054=15

@ Suppose we set a = 0.5, b =0,
the pdfs of successive Vi (on
the right):

0 01 02 03 04 05 0B 07 08 09 1
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Two stage language model

Generator Adaptor
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Two stage language model

Using the CRP analogy:

@ The “generator” labels tables

Generator Adaptor with word types: Iy ~ (1|0)
S s /_,___\ 2 o The “adaptor” assigns
(g O customers to tables:
S st 2~ PY(a, b)
: : @ The outcome is a steam of
{ word tokens:

wi = I21;W2 — IZz?"'
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Two stage language model

Using the CRP analogy:

@ The “generator” labels tables

Generator Adaptor with word types: I ~ m(1]0)
i i /_,__\‘ 2 o The “adaptor” assigns

(9 O customers to tables:

L e e 2 ~ PY(a, b)

@ The outcome is a steam of
word tokens:
w1 = Izla Wp = IZz?' e
note: this is not necessarily a true
Pitman-Yor.
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@ Prediction rule (Polya Urn)

Plw:=w|w_i,2-:,0) = Y % Plwi=w|z=kE&)P(E|wW_i,2-,0)P(z = k|z_)
ki

Kiz_i) (z_;)

N n, —a N K(z_)a+1b
= X Gt lGmwr STy O @

Generator Adaptor
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@ Prediction rule (Polya Urn)

Plw:=w|w_i,2-:,0) = Y % Plwi=w|z=kE&)P(E|wW_i,2-,0)P(z = k|z_)
ki

Kiz_;)

(z—i)
- n, o —a - K(z_;Ja+b
- g i T STy e @
Generator Adaptor o Compare with DP
m : orediction rule
SR RN e The authors set b = 0.
Why?
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@ Prediction rule (Polya Urn)

Plw:=w|w_i,2-:,0) = Y % Plwi=w|z=kE&)P(E|wW_i,2-,0)P(z = k|z_)
ki

Kiz_i) {=_;) _ )
= ¥ Epe=w+ SR @
Generator Adaptor o Compare with DP
? & o j @ The authors set b = 0.
i { : Why?

e Maybe because its
value makes no
difference.
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Estimate based on tokens or types?

Simplified setting: given
observation of a set of N
words, derive a distribution
over all words.

@ Based on tokens:
ﬁW,l = nWW

@ Based on types:
w2 x [(w € W)

@ Interpolate between them:
= a(nw)ﬁ'w,l + ﬁﬁ-w,2
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Estimate based on tokens or types?

Simplified setting: given

observation of a set of N/ . ‘ ‘ , , , -
. . . . . -
words, derive a distribution —®-Token estimate P
5| ~®-Type estimate e 1
over all words. —# ~Interpolated estimate P
re
@ Based on tokens: it i .
' o
Ea) — hw %) 7
T = ]
W71 N g cHil //-'/ 4
@ Based on types: ° . P
Fwa o< I(w € W) d R 1
@ Interpolate between them: 1 S B i L S
= a(nw)fw,1 + BRwe ) v
o 1 2 3 4 5 B

frequency of word observed
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Interpolated Kneser-Ney (IKN)

@ Task: estimate distribution of (wy11|WN_n+2..N);

@ Given: a vector of N words w that share a common history
(n — 1 previous words) and vectors of words with different
histories w1, ... w(H)
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Interpolated Kneser-Ney (IKN)

@ Task: estimate distribution of (wy11|WN_n+2..N);

@ Given: a vector of N words w that share a common history

(n — 1 previous words) and vectors of words with different
histories w1, ... w(H)

IKN estimator:

ae” — It > D)D ¥, I >D)D 3, I(w e wh)
N ' N 2w ok Tlw € wikl)

Pluny: =w|w) =

&)
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Two stage language model revisited: adjust parameters

Likelihood:
Kiz) K(z) (z)_a
P(w|6) =Z£; (H egb) .P_(K(f;)) oK. (H —FE’E; — ))
ael0,1)
SN
| ML
! i 3 i 3 -2 —
(-
I ¥ & 3 O
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Two stage language model revisited: adjust parameters

Likelihood:
K(z) K(z) ., (z)
I‘ K e W= l" =]
P(W|9]=Z£;(H9£b) T(K(z) (f;)) 2K (H SET—.;)&))
ael0,1)
o When a — ™ 1,
re MN1—a) — oo, so
I rr((nlk::)) — 0 unless niz) =1
VP
! L i |2
FF 4L is
Ay
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Two stage language model revisited: adjust parameters

Likelihood:
K(z) K(z) ., (z)
_ T(K(z) 4 [(n,” —a)
PiwIGJ—ZE;(H@f»)'—f) A\ =y
ael0,1)
o When a — 1,
re MN1—a) — oo, so
| : .“ ““3 af| rr((nlk::)) — 0 unless niz) =1
1k il @ When a —* 0, K(z) tends
LN T ‘ to be small small, due to the
1’ T oIAT : ° K@ term
: ! Pg 1= o Actually, K(z) ~ number
; i 31 ‘i i s of distinct words in w
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Correspondence

Two-stage model:

Pluyi=w|w,f) = M — E“I‘[\f{‘*[ z)|a z E. [K (z)]a

b (6)

IKN model:

! — 1l > D)D MG W > DD 3, Tw e w')
N N Yo, Tw e wih)

(5

Pluny:r =w|w) =
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Application: morphology

Generator Adaptor

@ Generator:

o inflection class: ¢k ~ mult(k) o Adaptor: z, ~ PY(a,0)
o stem: ti|ck ~ mult(7) o Output: wy =/

o suffix: fylck ~ mult(g) put: wyg = Iz,

o Iy =t 1
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Gibbs Sampling

Update 6 = (c, t, f):

FPleg=citr=t,fi=f|le ikt g i £
o Iy =te.fr) Pler=cle i) Pltx=t|t_k,c) P(fi=f|f )
N, + K e+ T e f +¢'

= (b =ti-fi) - K(z)—1+kC  n.+71T ne+ OF

Update z:

I(8 = w)(nl®) - (=)
Plzi=k|z_;,w,ec,t,f) x (6 = wi)(my a) HL :
Pl = wi)(K(z—i)a+b) ny =0
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Evaluation

@ a = 0 works the best,
therefore estimation by
type is justified

Value of a
DO00o0000

2 s o e T Sl 0 D

w

(=1

0.2 0.4 06 0B 1
Proportion of types with each suffix

Value ol a
o Lo o o o o o o )

1
.9
.8
.7
X
.2
3
.3
.2
N

a

[true dist)

[\ 0.2 0.4 06 0B 1
Propartion of tokens with each suffix
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Evaluation

| E:é
5 38 @ a = 0 works the best,
3% therefore estimation by
"8y type is justified
shc, o2 o 7s s . o Wait a minute, doesn't
Proportion of types with each suffix a=>0 correspond to
DP?

Value ol a

1
08
0a
07
0§
0.3
0.4
03
0z
01

[

[true dist)

(=1

0.2 0.4 06 0B 1
Propartion of tokens with each suffix
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Evaluation

' 1
08
- 0a
5 §E @ a = 0 works the best,
gﬁg therefore estimation by
03133 type is justified
- . ' ’
b o2 o 7s s . o Wait a minute, doesn't
Proportion of types with each suffix a=>0 correspond to
DP?
1
08
w g @ author claims the value of
S 08 . . o
202 model lies in flexibility
Z3
o1
. a
[Erue dist)

[\ 0.2 0.4 06 0B 1
Propartion of tokens with each suffix
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Discussion

Questions?
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