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Introduction
 Mixed membership models：model relational data, 

characterized by grouped observations generated by a 
mixture of latent distributions over the observation space 
-- originally designed for topic models

 HDP-LDA: models shared ‘atoms’ among documents, an 
infinite number of statistically independent topics. Little 
about correlations of topics in group level distribution

 Discrete Infinite Logistic Normal distribution – DILN, as 
hierarchical Bayesian nonparametric prior to model 
correlations between the occurrences of latent 
components



Gamma Process Construction of the HDP
 Hierarchical representation of Dirichlet Process

 In a two-level HDP of topic modeling:
Top level



 Second level

completely random measure

Gamma Process Construction of the HDP



Discrete Infinite Logistic Normal
 Latent features imbued with location vectors, "close" 

features tend to co-occur more often than those that are 
"far apart" 

 Top level
 Second level 

scale the group-level DP by the exponentiated GP,



Normalized Gamma Representation 



Normalized Gamma Representation 



DILN Topic Model



Variational Inference for DILN



Variational Inference for DILN



Experiments
 Four text corpora: the Huffington Post, the New York Times, Science 

and Wikipedia, compared with HDP and CTM

 Partition a test document into two halves. Learn document-specific 
parameters on one half and predict the other half.


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Question and comment


