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PROBLEM:
 Approximation of the Messages

Belief Propagation
(BP)

1) Loopy

Further ApproximationFurther Approximation

  

1) Discard low-likelihood state 1) Discard low-likelihood state 

2) Finite Parameterization2) Finite Parameterization

3) Edge Removal3) Edge Removal

4) Reduce Communication4) Reduce Communication

++



  

GOAL: Understand the Error  !!!

Further ApproximationFurther Approximation

  

1) Additional error terms1) Additional error terms

2) More realistic assumptions2) More realistic assumptions

++
Belief Propagation

(BP)

1)When will the Loopy Belief 1)When will the Loopy Belief 

Propagation Converge?Propagation Converge?

2)What is the distance between 2)What is the distance between 

Multiple Fixed Points?Multiple Fixed Points?



  

1) What is the ERROR:1) What is the ERROR:

Notation:
mts: single message
ets:  single message error
Mts: product of message 
Ets:  product of message error



  

Metric 1:   KL Divergence

D(mts ||     )

Metric 2:   log (Dynamic Range)

log(d(ets))=log(d(           )) =  f(      , mts)

m
ts

2)How to Measure the 2)How to Measure the 

ERROR:ERROR:

m ts

m
ts m

ts



  

Part I:
Dynamic Range

(discrete error term)



  

a) “Metric”  log(d(ets)):

1) Non-negativity:1) Non-negativity:

2) Triangle Inequality:2) Triangle Inequality:

d(ed(e11ee22)=sup            <=sup       sup     =d(e)=sup            <=sup       sup     =d(e11)d(e)d(e22))

log(d(elog(d(e11ee22))<= log(d(e))<= log(d(e11))+log(d(e))+log(d(e22))))

3) Symmetry:3) Symmetry:

                                                               >=1

d(ets)=1 ets==1

e1(a)e2(a)

e1(b)e2(b)a,b

2

a,b e1(b)             e2(b) 

e1(a)            e2(a)

a,b

2 2

log(d(ets))=f(     , mts)=f(mts ,          )=log(d(1/ets))m
ts

m
ts



  

b) Basic Facts About d(ets):

1) Equivalence:  point-wise log error1) Equivalence:  point-wise log error

log(d(elog(d(etsts))=log(sup(...))=sup(log(...))))=log(sup(...))=sup(log(...))

                                

                                =0.5 [   sup(log(e=0.5 [   sup(log(etsts(a))-log(e(a))-log(etsts(b)))   ](b)))   ]

                                

                                =0.5 [   sup(log(e=0.5 [   sup(log(etsts(a))-inf(log(e(a))-inf(log(etsts(b))  ](b))  ]



  

b) Basic Facts About d(ets):

2) Lower Bound2) Lower Bound

Thm 2:Thm 2:

Lemma 4:Lemma 4:



  

b) Basic Facts About d(ets):

3) Upper Bound:3) Upper Bound:

                                >=1                            >=1

Thm8:Thm8:



  



  

1)   When 1)   When 

Loopy Belief Propagation Converge?Loopy Belief Propagation Converge?



  

Computation TreeComputation Tree

Iteration 4:Iteration 4:



  

Contraction!!!

22



                                                                                         =g(log =g(log ))

Thm 8:Thm 8:

Induction:Induction:



  

                                                                                       =g(log =g(log ))

22

ii



  

What We Want :What We Want :



  

                                                                                                           =g(log =g(log )=G()=G( ))
ii ii



  

2)What 2)What 

is the distance between Multiple Fixed Points?is the distance between Multiple Fixed Points?



  

Directly From Thm 11~~Directly From Thm 11~~

Thm 12: BP distance bound:Thm 12: BP distance bound:

Initialization:Initialization:

Iteration:Iteration:



  

Key Observation:Key Observation:

Iteration:Iteration:

Stationary:Stationary:



  

Thm 13: Fixed-point distance bound:Thm 13: Fixed-point distance bound:

Stationary:Stationary:



  

2.5)  Relaxation ?2.5)  Relaxation ?



  

3)What about extra Error Terms?3)What about extra Error Terms?

Assumption:Assumption:

                                                                                                            +log +log =g(log =g(log )+log )+log 



  

3)What about extra Error Terms?3)What about extra Error Terms?

Where:Where:



  

4)Further Assumptions?4)Further Assumptions?

Assumption:Assumption:

1)1)

2) Var(additional error) at most:  2) Var(additional error) at most:  



  

4)Further 4)Further 

Assumptions?Assumptions?

Where:Where:



  

Experiments:Experiments:



  

Part II:
KL Divergence

(continuos error term)

To be Continued....To be Continued....


