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Abstract

Recent approaches to providing users with a more natural method of interacting with com-

puter applications have shown that more than one mode of input can be both beneficial

and intuitive as a communication medium between humans and computers. Two modali-

ties in particular, whole-hand and speech input, represent a natural form of communication

that has been ingrained in our physical and mental makeup since birth. In this thesis, we

investigate the use of whole-hand and speech input in virtual environments in the context

of two applications domains: scientific visualization and interior design. By examining the

two modalities individually and in combination, and through the creation of two applica-

tion prototypes (Multimodal Scientific Visualization Tool and Room Designer), we present

a number of contributions including a set of interface guidelines and interaction techniques

for whole-hand and speech input.
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Chapter 1

Introduction

Interaction represents one of the most important components in virtual environment1 (VE)

applications; there have been many interface devices, techniques, and models that have

been researched and analyzed for the purpose of finding usable and robust VE interfaces.

One interface style that has shown potential in creating useful and robust interfaces is

multimodal interaction. Although multimodal interfaces have existed in computer UI’s

since the early 1980’s with Bolt’s “Put That There” system [13], they have only recently

(since the early 1990’s) begun to be examined and incorporated in virtual environments

and other 3D applications.2

There are many different types of individual modalities that can be combined to form

multimodal interfaces [27, 76, 144]. Two of the most interesting are whole-hand and speech

input, since these modalities represent a natural form of communication that has been

ingrained in our physical and mental makeup since birth. On a person-to-person level,

humans use these modalities in everyday conversation, so an interesting question arises as

to the best way to use whole-hand and voice input in virtual environments on a human-to-

computer level.

1.1 Objective

The main objective of this thesis is the development of a set of practical guidelines and

interaction techniques for using whole-hand and speech input in virtual environment appli-

cations. We focus on two domains, 3D scientific visualization and interior design, with the
1Virtual environment and virtual reality are used synonymously throughout this document.
2One could consider Bolt’s system a VE application since users are placed in front of a large rear-projected
screen and interact using magnetic trackers. However, “Put That There” was a 2D application and had
no stereoscopic viewing.

1
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hope that the guidelines and techniques reported can extend into other VE applications.

In order to achieve this objective, it is important to understand not only how whole-

hand and voice input can work together, but also how they can and have been used in

unimodal virtual environment interfaces. An understanding how to improve upon these

individual modalities inherently strengthens them when they are combined multimodally.

Therefore, this work also analyzes the issues involved with using whole-hand and speech

input in isolation resulting in the development of a number of solutions to problems with

these individual modalities.

1.2 Contributions

The contributions in this work are presented under four categories which are:

1. Interaction Analysis

• A survey into the issues involving whole-hand input with specific interest in

posture and gesture recognition

• A classification scheme for the information gathered with whole-hand input

• A classification of speech input methods with a discussion of the problems and

their solutions for using speech recognition

2. Input Devices

• Flex and Pinch input – a hybrid whole-hand input device

3. Interaction Techniques

• A framework for combining whole-hand input and speech into a multimodal

interface

• A discussion and implementation of interface techniques integrating both whole-

hand and speech input

4. Applications

• A fluid flow visualization application

• A conceptual modeling (furniture layout) application



3

1.3 Reader’s Guide

Since many of the chapters in this thesis contain background information and novel work,

this section presents the reader with a brief description of each chapter’s contents and iden-

tifies novel sections in parentheses.

Chapter 2 – Discusses the use of whole-hand input in virtual environments and prior

whole-hand data taxonomies, presents the geometrical/topological whole-hand input clas-

sification scheme (Section 2.3), details on Flex and Pinch input (Section 2.4), and discusses

some improvements to existing whole-hand interaction techniques (Sections 2.5).

Chapter 3 – Discusses the problems and issues associated with speech recognition in virtual

environment applications and presents methods for solving these problems (Section 3.3).

Chapter 4 – Discusses the combination of whole-hand input and speech in multimodal

interfaces and identifies a number of advantages (Section 4.3) for using multimodal inter-

action in virtual environment applications.

Chapter 5 – Presents the hardware configurations and software framework (Section 5.2)

used in implementing the two applications described in Chapter’s six and seven.

Chapter 6 – Discusses the motivation, features, interaction techniques (Section 6.1), and

qualitative evaluation of a scientific visualization application for viewing flow around a

dataset.

Chapter 7 – Discusses the motivation, features, interaction techniques (Section 7.2), and

qualitative evaluation of a room layout/interior design application which allows users to

populate naive environments.

Chapter 8 – Presents a set of guidelines for using whole-hand input and speech in virtual

environments (Section 8.1) and a summary of the novel and improved interaction techniques

(Section 8.2).

Chapter 9 – Presents conclusions and areas for future work.
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Appendix A – Presents an introduction to the concepts and criteria used in describing

hand postures and gestures.

Appendix B – Discusses the requirements for hand posture and gesture recognition. It

describes the two main solutions for collecting the required data to perform recognition, the

glove-based solution and the camera- or vision-based solution, and looks at the advantages

and disadvantages of each (Section B.4).

Appendix C – Describes the various feature extraction and classification algorithms used in

hand posture and gesture recognition, and discusses the advantages and disadvantages of

each (Sections C.1 and C.2).

Appendix D – Describes the components and design decisions made for the Flex and Pinch

electronics unit.



Chapter 2

Whole-Hand Input

Whole-hand input presents a method of interaction which allows users to directly control

computer applications with their hands. In almost all cases, users interact and control these

applications with some type of hand posture or gesture, where a posture is considered to be

a static pose while a gesture is a dynamic movement1. In virtual environments, there has

been a significant amount of work in using whole-hand input to control VE applications.

The majority of these techniques use either pointing, grabbing, or pinching to interact in

the VE.

2.1 Previous Work Using Whole-Hand Input in VEs

In virtual environments, usually the three most important types of interaction that the user

can perform are navigation through the VE, object selection and manipulation, and object

creation. With whole-hand input instead of other less direct interfaces, it has been shown

that users can perform these tasks in a more natural, intuitive, direct, and efficient manner

[134]. Many of these techniques use hand postures and gestures that humans use in the real

world which would not be possible with other less direct interface devices.

Among the many techniques for navigation is the use of hand gestures for flying through

the VE. Mine [95] developed a two-handed flying metaphor where users point in the direction

they want to go by creating a vector between the two hands, with the distance between the

hands being used to control velocity. Mine also developed the scaled-world grab navigation

technique in which users grab an object in the desired location and pull themselves to

that location. This technique provides two important benefits. The first is that users can

1See Appendix A for hand posture and gesture definitions.

5
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reach any visible destination in one gesture, and the second allows them to view the object

from all sides by simply twisting the wrist while still in grab mode. Another approach to

navigation is virtual walking developed for Multigen’s SmartSceneTM application [87, 98].

With this technique, users pull themselves through the environment by pinching space, one

hand after the other. When they pinch with both hands simultaneously, rotation, scaling,

and translation operations can be performed with one movement.

The most traditional methods for selecting and manipulating objects are pointing, reach-

ing, grabbing, and pinching. Sturman, Zeltzer and Pieper [134] not only explored the use

of pointing and grasping postures and gestures for object selection and manipulation, but

also the use of hand postures as logical buttons and of hand gestures for menu operations

and sliders. Davis [33], and Bryson [20] have also used pointing and grabbing for object

interaction in VEs. In another approach, Pierce’s image plane interaction techniques [111]

used four distinct hand postures for object selection and manipulation including a lifting

palm posture (see Figure 2.1), a two-handed framing posture (see Figure 2.2), a single out-

stretched finger, and a head crusher posture2. Rehag and Kanade have also used hand

posture and gesture recognition to create a 3D mouse for object manipulation in a virtual

environment [120].

Figure 2.1: The Lifting Palm object selection technique.

Whole-hand input also has advantages for object creation in VEs since the user can

directly create objects with the hands. For example, Krueger’s VIDEODESK system allows

users to create 2D and 3D objects by using the silhouette of the hand and pointing [73].

Weimer and Ganapathy use hand gestures to create B-spline-based 3D models [148], and
2The head crusher posture has the user place the thumb and forefinger around the desired 2D image of
the 3D object to be selected.
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Figure 2.2: The Framing Hands object selection technique.

Utsumi uses static hand postures to create simple 3D geometric primitives [139]. In addition,

Schkolne and Schröder [124] use hand motions to form conceptual 3D shapes.

2.2 Whole-Hand Input Classification Systems

Another area of work, which does not directly pertain to whole-hand input in VEs but which

nevertheless is still an important topic, is the classification of various types of whole-hand

input that users can perform. These classification systems and taxonomies are beneficial

because they provide a basis for understanding how humans communicate with whole-hand

input from psychological and physiological perspectives. This understanding facilitates

mappings between human postures and gestures, and computer interaction. The mappings

aid researchers in designing applications that use whole-hand input and provide a grounding

for discussion.

2.2.1 Sturman’s Whole Hand Input Taxonomy

Sturman’s Whole Hand Input Taxonomy [132] is designed as a mapping between categories

of hand actions and their interpretations. According to Sturman,

Hand actions are defined as position, motion, and forces generated by the hand.

The interpretation of hand actions are the functional interpretation made by

the user and/or the applications of the hand actions.
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Hand actions fall into two categories: continuous features and discrete features. Continuous

features are based on the degrees of freedom of the hand and include such continuous

quantities as fingertip position, joint velocities, and direction of motion. Hand gestures fall

into this category, as do the forces on the pads of the fingers and palm. Discrete features

are based on static values of the features of the hand. Hand postures, such as a fist or a

pointing posture, fall into the discrete feature category.

Interpretation of hand actions is divided into three categories: direct, mapped, and

symbolic. In direct interpretation, the user is physically interacting with the virtual world

as if it were the real world (e.g., when users grab a virtual world object and place it on a

virtual table in the same way they would grab a real coffee mug and place it on a real table).

Direct interpretation also includes interaction in which the hand mimics the actions of the

controlled object. In a mapped interpretation, data from the hand is mapped to some virtual

input device such as a button or slider; such as the flexion of the index finger to manipulate

a slider that changes an interocular distance parameter for stereoscopic viewing. Finally, in

symbolic interpretation, users specify a hand posture or gesture that is cognitively mapped

to some function or task. For example, a series of hand gestures can signify a token stream

used in the recognition of American Sign Language (ASL).

Using the two categories of hand action and the three categories of interpretation, Stur-

man derives six categories that classify whole-hand input:

Continuous/Direct. Continuous hand data is mapped to a kinematically similar action:

a graphical hand follows a user’s real hand motion.

Continuous/Mapped. Continuous hand data is mapped to some logical input device:

finger movements map to mouse cursor movements.

Continuous/Symbolic. The application interprets continuous hand data and determines

the user’s intention: in navigating through a virtual environment, waving the hand or fingers

in a particular direction to indicate motion in that direction.

Discrete/Direct. Discrete hand data or a hand posture is mapped to a directly manip-

ulative task: Sturman claims that this category is rarely used except in applications such

as direct robot control.

Discrete/Mapped. Discrete hand data is mapped to a discrete activation level: an object

is animated as long as the user makes a fist.
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Discrete/Symbolic. Discrete hand data is used to generate commands in an application:

a user makes a halt posture to make an object stop moving.

2.2.2 MIT AHIG’s Gesture Classification System

The AHIG gesture classification system was first discussed in Wexelblat [150] and is also in-

directly discussed in Cassell [24] and Wilson et al. [151]. AHIG’s classification system starts

from the idea that previous gesture classification systems, such as Efron’s [38], Kendon’s

[66], and Nespoulous and Lecours’ [101], are oriented to the psychological domain and do

not necessarily apply to computer applications. The system is broken up into five major

categories:

Symbolic/Modalizing. Symbolic gestures are essentially hand postures used to repre-

sent an object or concept, and are always directly mapped to a particular meaning: for

instance, the ‘thumbs up’ posture means that everything is okay. Modalizing gestures are

gestures used in conjunction with another input modality (e.g., speech). For example, in

asking whether someone had seen a particular person, extending the hand out at a certain

level could indicate the person’s height.

Pantomimic. Pantomimic gestures involve using the hands to represent a task or in-

teraction with a physical object. Users making this type of gesture mimic an action they

would do if they were actually interacting in the real world: for example, making a swinging

gesture with the hands to indicate hitting a baseball with a bat.

Iconic. Iconic gestures are gestures that represent an object. The hands become the

object or objects discussed. These gestures are usually performed to act out a particular

event in which the representative object is the focal point, such as someone pretending to

drive a car.

Deictic/Lakoff. Deictic gesture or pointing gestures are used to indicate a particular ob-

ject. The other type of gesture included in this category are Lakoff gestures [75], associated

verbal utterances that specify a particular metaphor such as happiness or anger. A gesture

usually accompanies these utterances to show the directionality of the metaphor.

Beat/Butterworth’s/Self-adjusters. Beats are gestures used for emphasis, especially

when used with speech. Beat gestures can help speakers emphasize particular words or
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concepts and also help direct the listener’s attention. Butterworth gestures [22] are similar

to beats except they are primarily used to mark unimportant events. The classic example

of a Butterworth gesture is ‘hand waving’ as a placeholder for speaking when one is still

thinking about how to say something. Finally, self-adjusters are gestures people make when

they fidget: for example, when one taps a finger or moves a foot rapidly.

2.3 Geometrical/Topological Hand Data Classification

Although the classifications systems described in the previous section are useful for pro-

viding mappings between human postures and gestures and computer interfaces, they are

theoretical in nature and, as a result, are not useful to UI developers when it comes to

practical implementations. Therefore, what is required is a more practical classification

scheme that would take into account some of the more “implementation specific” details

such as input devices. Based on this argument and on the analysis of hand posture and

gestures found in Appendices B and C, we developed a simple, yet practical classification

scheme which categorizes whole-hand input data as shown in Figure 2.3. We found that

whole-hand input can be described in two ways; through geometry and through topology,

and this categorization led to the development of the Flex and Pinch input system (see

Section 2.4).

Topological

Geometrical

Non-invasiveInvasive

NT

IG NG

IT

Figure 2.3: The Geometrical/Topological hand data classification scheme. The letters inside
the quadrants are acronyms for a particular component. For example, NT stands for a non-
invasive approach using topological data while IG-IT stands for an invasive approach which
uses both geometrical and topological data.

There are two basic approaches to using whole-hand input in virtual environments. The
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non-invasive approach uses vision-based tracking [74] so the user is not physically attached

to the computer. The invasive approach uses a glove-based device or devices to extract

information from the hands. In each approach, we can extract two different types of data,

namely geometrical data and topological data. Geometrical data represents information

about the hand’s shape, location, and orientation, while topological data provides informa-

tion about how the fingers touch each other, other parts of the hand, and any structure in

the physical environment. Although a non-invasive approach may be preferred, it is difficult

to extract both geometrical and topological information due to problems with computer vi-

sion, such as occlusion. Therefore, we focus on the invasive approach instead, quadrants IT

and IG.

With the invasive approach, two types of glove-based input devices have been developed.

The first, bend-sensing gloves [103, 142, 155] (the IG quadrant), measure finger joint move-

ment, and second, the Pinch Glove [42, 87] (the IT quadrant), detect electrical contacts

between each of the finger tips. Unfortunately, both bend-sensing and pinch gloves have

faults when used in isolation. Bend-sensing gloves are good at extracting geometrical infor-

mation which enables them to represent the user’s hands in the virtual environment. They

can be used to mimic interface widgets such as sliders and dials [131], but do not have useful

methods for signaling the activation or deactivation of the widget. Bend-sensing gloves are

also used in conjunction with hand posture and gesture recognition, but it can be difficult

to determine when one gesture begins and another ends without applying constraints to the

user’s gesture space [132]. Conversely, Pinch Gloves provide a series of button widgets that

are placed on each finger tip which allows for the extraction of topological data for interac-

tions, such as pinching postures. However, they have no way of determining the flexing of

the fingers and they make it difficult to represent the hand in a virtual environment.

There have been few attempts to combine the two types of information that each type

of data glove provides. With the exception of Grimes’ Digital Data Entry Glove, which was

developed specifically for entering text using the Single Hand Manual Alphabet [54], the

author knows of no other work done with combining discrete and continuous whole hand

input devices to extract both geometrical and topological data simultaneously.

2.4 Flex and Pinch Input

In order to develop an interface that spans the IG and IT quadrants of the geometri-

cal/topological classification scheme, we built a hardware prototyping system for testing
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and evaluating different interface designs. The hardware system provides a number of ben-

efits in that it employs a plug and play strategy for quickly adding and removing button

widgets or their components. Our system enables users to incorporate up to 16 cloth sensors

in a wearable interface. Conductive cloth [86] sensors3 provide two important functions:

first, each sensor knows when it comes in contact with another sensor and specifically which

other sensor it contacts, second, the nature of the cloth lends itself for use on gloves or

clothing.

Using our prototyping system, we constructed a device based on the Fakespace Pinch

Glove [42]. As a hardware input device4, it provides more functionality than the Pinch Glove

since it uses eight cloth buttons instead of five which allows for more button combinations.

In general, five of these cloth buttons can be placed around each of the finger tips, while

the other three can be placed arbitrarily about the hand. This configuration represents one

of many possible combinations for placement of the cloth buttons. The device could be

worn with anywhere from two to 16 cloth buttons of any shape or size. In addition, the

cloth buttons can also be placed on other objects in the physical environment such as a

control panel for issuing commands or entering numbers. This robustness presents a clear

advantage over other inflexible input devices. Using this device, we can augment existing

bend-sensing gloves to create Flex and Pinch input which seamlessly integrates geometrical

and topological hand data (see Figure 2.4).

2.5 Interaction Techniques Using Flex and Pinch Input

With Flex and Pinch input, we can improve on a number of existing techniques for selecting

objects in virtual environments and create new techniques that could not be developed

without the combination of geometrical and topological data. For example, one of the

major problems with image plane interaction techniques (see Section 2.1) such as the head

crusher, sticky finger, lifting palm, and framing hands object selection techniques [111] is

that the user cannot activate the selection with the primary hand. As a result, the user

requires an additional, separate input device for triggering the selection operation.

Flex and Pinch input provides a simple yet effective and seamless method for starting

and stopping object selection by placing the cloth buttons in appropriate places on the

user’s primary hand. For example, with the head crusher technique, we can place the

3These cloth sensors were made by hand using patches of conductive cloth attached to wires which were
fed into an electronics unit.

4See Appendix D for a description of the electronics unit.



13

Figure 2.4: The Flex and Pinch input system. The cloth contacts represent the “pinch”
part of the device collecting discrete topological data while the glove represents the “flex”
part collecting continuous geometrical data. Although a CyberGlove [142] is shown, any
bend-sensing glove can be used.

cloth buttons on the thumb and middle finger so when the user positions the thumb and

forefinger around the object a middle finger to thumb contact will signal the object should

be selected. Another button press would signal the release of the object. The cloth contacts

can be placed in other positions such as on the middle finger and on the palm by the base

of the thumb or on the right side of the index finger and the left side of the middle finger

(see Figure 2.5).

In a similar manner, cloth contacts are placed on the hand for the sticky finger and lifting

palm (see Figure 2.6 techniques to start and stop object selection while cloth contacts are

placed on both hands for the framing hands selection technique. Figure 2.7 shows the Head

Crusher technique with placement of the cloth contacts between the forefinger and middle

finger.

Another method that has been used for selecting objects in virtual environments is to

select a given object by casting a laser into the scene from the user’s hand [59]. As with

the image plane techniques, the problem with laser pointing is that it is difficult to start

and stop the selection with only one input device. For example, one laser pointing object

selection method uses a point and clutch posturing mechanism to select objects in a virtual

environment where clutching is performed by flexing the thumb [76]. The problem with

using this clutching mechanism is that in order to achieve robust recognition, the user must

make postures using extreme configurations of the hand which puts undo strain on the
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Figure 2.5: Two examples of how the cloth contacts can be placed on the hand when using
the head crusher object selection technique.

Figure 2.6: An example of how the cloth contacts can be placed on the hand using the
lifting palm object selection technique.

two tendons in the thumb. Using Flex and Pinch input we can alleviate this problem by

placing cloth contacts on the thumb and on the right side of the middle finger as shown in

Figure 2.8. This provides a much more natural movement and puts no strain on the thumb

tendons5.

5One could argue that the user could make a posture that is identical to the user’s hand configuration
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Figure 2.7: A user wearing the Flex and Pinch input device is about to invoke the head
crusher object selection technique on a round table. By placing his middle and index finger
together, as shown in the drawing, the user can activate the selection operation and move
the table.

Figure 2.8: A user pointing at and selecting a desk in the virtual environment. The user
makes the selection by pressing the thumb to the right side of the middle finger as shown
in the drawing.

Bend-sensing gloves have the capability of being used as analog sliders since these gloves

report continuous measurements of the joint angles in the hand. However, used in isolation,

when using Flex and Pinch input. However, hand gesture and posture recognition is not perfect, and if
the hardware is working properly, the pinching mechanism will provide 100 percent accuracy.
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it can be difficult to determine when the user wants to actually use one of the fingers as a

slider widget. Using Flex and Pinch input, a seamless transition between the discrete events

from the cloth contacts and the continuous updating from the bend sensors can be made

which provides a mechanism for activating and deactivating the sliders when needed. For

example, we can cycle through menu items with a finger6. A button press creates the menu

and as the button is held, users can cycle through the menu items by flexing or extending

a finger. If users do not wish to select an item, they need to release the button when their

finger is fully extended or fully flexed. We are currently exploring how many menu items

a user can easily invoke using this technique. Using the same configuration we also can

change an object’s scaling, translational, and rotational parameters.

Finally, an important benefit of using the pinch component of Flex and Pinch is that

it gives application developers a method to test out different hand postures and gestures.

In many cases, when developers want to test a new hand posture or gesture, they have to

retrain their gesture recognition algorithms [43] which can be time consuming. The pinch

component of Flex and Pinch input allows them to quickly move cloth contacts from one

part of the hand to another without having to change any software components or restart the

application. This allows application developers to quickly test the feeling and ergonomics

of certain hand postures and gestures. Also, with the ability to move the cloth contacts

anywhere on the hand, we can create whole-hand interfaces that could not be implemented

when using either a bend-sensing glove or the Pinch Glove separately.

6In this case, one cloth contact is placed on the thumb while the second is placed on the left side of the
forefinger between the proximal interphalangeal and metacarpophalangeal joints (see Figure B.1 for a
description and the location of these joints).



Chapter 3

Speech Input

Over the past several years, speech recognition technology has advanced to the point where

speech input has become a viable interaction mode in computer interfaces. This mode

has important uses in command and control, telephony, dictation, and other applications.

Speech interfaces are not only powerful in desktop applications, but they also show a great

deal of promise in virtual environment applications since speech can be used to replace

traditional desktop input devices1 such as the keyboard and mouse buttons. Although

there has been some previous work using speech input in virtual environments applications

[13, 47, 87, 148], it a relatively new interaction style with respect to VEs. As a result,

there are a number of problems that arise when using speech recognition systems in virtual

environments. This chapter identifies some of these problems, presents solutions for solving

them, and discusses their pros and cons.

3.1 Types of Speech Input Systems

There are two basic types of speech recognition systems; the speaker-dependent and the

speaker-independent system [122]. A speaker-dependent system requires the user to train

on a set of words so that the recognizer adapts to that particular voice. The advantages

of a speaker-dependent system are that the more the user trains the system, the better the

recognition accuracy (to a point), and other voices in the physical surroundings usually do

not get recognized. However, the disadvantages of a speaker-dependent system are that

it can be very time consuming to train to a satisfiable accuracy and, as a result of the

training requirement, the ability for a user to quickly start using the system is limited.

1These traditional devices are not typically found in immersive virtual environments.

17
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In contrast, a speaker-independent system requires no training for a particular user which

presents an advantage in that anyone can start using the system at any time. However,

since a speaker-independent system is not trained to a user’s particular voice, any noise

from the surrounding environment is treated as a possible speech utterance, which can

cause undesirable effects.

Within speaker-independent and -dependent speech recognition systems, there are two

principal recognition modes that exist. The first is called isolated word recognition and

the second is continuous word spotting [122]. With isolated word recognition the user

must distinctly pause between word utterances. This approach is easier to implement but

is not the way humans naturally speak. The continuous word spotting mode is a much

more natural way for users to issue speech commands since no distinct pauses are required.

However, it is much more difficult to implement since the recognition engine must be able

to detect separate words, without artificial pauses to separate them.

3.2 Practical Issues with Speech Input

The ultimate goal with speech input is to let users speak to the computer in the same

way that they speak to human beings. Even with the most accurate speech recognition

systems this goal is extremely difficult to achieve. Current speech recognition engines, such

as the BBN Hark system or Dragon System’s NaturallySpeakingTM have the ability to

provide recognition accuracy levels in excess of 95 percent when used in controlled settings.

However, there still are a number of environmental issues that come into play when dealing

with speech input that are both directly and indirectly related to the speech recognition

itself.

Speech Direction. One of the most important issues is how to let the computer know

that the user is speaking to it versus speaking to someone else either in the physical envi-

ronment or the virtual environment. One possible method is to use a push-to-talk interface

where users must somehow signal the computer they are going to speak to it (push-to-talk

interfaces are discussed in the next section).

Microphone Placement. The microphone can be placed on the user via headset or

lavalier or somewhere in the physical environment. Placing the microphone on the user

has the advantage that its close to the user’s mouth which allows for a clearer input signal

to the recognition engine and allows the user to speak at a normal or even soft volume.
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However, users have to wear the device and this adds to the list of input devices they are

already wearing in a non-vision-based virtual environment. The alternative to wearing the

microphone is to place it somewhere in the physical environment. This approach gets the

microphone off the user’s body but presents another set of problems. With the microphone

in the physical environment, users will either have to speak at a volume higher than they

want or the microphone will have to be very sensitive. Unfortunately, a sensitive microphone

is much more susceptible to background noise.

External Noise. External noise represents a major obstacle in using speech input since

it can distort the input signal and cause the recognition engine to recognize utterances

that it was not supposed to and fail to recognize those that it should. This noise can

come from a variety of sources such as talking in the physical environment and noise from

running machines. In the case of virtual environments, magnetic tracking devices emit a

low frequency signal which microphones can pick up. In these situations, this low frequency

signal will send a continuous stream of noise to the recognition engine causing problems.

Recognition Latency. Speech recognition latency represents the time between the input

utterance and output of the recognition engine. Recognition latency can severely hamper

the use of the system especially when interactive virtual environments are concerned. In

many cases, recognition latency is proportional to the size of the input vocabulary since the

recognition engine has more possibilities to consider.

3.3 Speech Input Solutions

When dealing with solutions to these speech input issues, trade-offs must be made between

a natural, humanistic style of speech and a more computerized style of interaction. The

key, of course, is to find a common ground between the two so that speech input can be

a natural method of interaction and work robustly and accurately in the presence of these

problems.

Speech Direction Solutions. As stated in the previous section, a push-to-talk interface

is an obvious solution to solving the speech direction problem, but the interface’s implemen-

tation is not so obvious. There are many possible approaches to implementing a push-to-talk

interface. For example, we can use a foot pedal which users depress every time they want

to speak to the computer. The problem with this approach is that, first, it increases the
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cognitive load since users have to remember to push down the foot pedal every time they

want to speak, and, second, a foot pedal will not work in all virtual environments2. To

get around the problems with foot pedals in certain types of virtual environments, we can

simply have users press a button worn on their person. However this does not solve the

increased cognitive load issue.

Another approach to implementing the push-to-talk interface is to have the user’s gaze

tracked with either vision tracking or, more crudely, with a worn tracking device (a Polhemus

tracker for example) so that an “active” region can be specified. Whenever users are looking

at this active region, they can issue speech commands to the computer. While the gaze-

directed approach will be transparent to the user in some situations, this solution also has a

number of faults. For example, it may fail in collaborative settings when the user wishes to

speak to someone else other than the computer. As in natural collaborative interaction, the

user may turn to look at the collaborator before speaking or may forget the “active” zone

is there and speak to the collaborator while still gazing into the zone. In this case, the user

must, once again, increase his/her cognitive load by remembering to always turn towards

the collaborator when speaking to that individual. Another problem with the gaze-directed

approach is that it also can fail in virtual environments which use large and/or panoramic

display devices. With these devices, the “active” zone must be large enough so users can

look at all the parts of the display and still issue speech commands.

A fourth approach to implementing a push-to-talk interface is to let users tell the com-

puter when to listen. With this type of interface, the user has start and stop keywords

which tells the speech recognition engine to pay attention to the user’s utterance’s or not.

Due to the nature of the implementation, it avoids many of the problems the previous ap-

proaches had due to virtual environment issues. However, it still adds to the cognitive load

since users must remember to tell the computer whether or not to listen to their speech. In

addition, false positive recognition can occur.3

The best approach to implementing a push-to-talk interface is to embed the “push”

part of push-to-talk into an existing interaction technique so that it is transparent to the

user. With this approach we take advantage of the fact that the user is already using some

mechanism to trigger interactions in the virtual environment. We piggyback the “push”

part of push-to-talk onto these mechanisms without increasing the user’s cognitive load.

2The foot pedal fails in cases such as the Cave where a display surface exists on the floor and with head-
mounted displays where the user cannot see the physical environment. Foot pedals would be appropriate
for VEs that use workbench style displays.

3For example, the recognizer thinks the user said “Computer Start Listening” when he/she really didn’t.
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This approach has been used in systems such as QuickSet [27] where speech recognition

activates whenever the user touches a stylus to the screen but has not been used in virtual

environments. In another example, if users want to instantiate an object and place it in

the VE, they can point to the place they want the object to go and, in the act of pointing,

(triggered by a gesture or a button press for example) activate the speech recognition. When

they stop pointing speech recognition moves into non-active mode again. This approach

works well (it is used in Room Designer, described in chapter 7), gets close to the naturalistic

style of interaction described in the beginning of section 3.2, and does not possess the

drawbacks found with previous approaches.

Microphone Placement Solutions. In a perfect, noise-free environment having the mi-

crophone mounted somewhere so that the user does not have to wear an extra device is the

best solution. However, noise-free environments are rare, so the alternative is to have the

microphone as close to the user’s mouth as possible. Headsets perform this function well

but then users have to wear an additional wired device. This approach is even more uncom-

fortable with virtual environment applications since users are already wearing something on

their head such as a HMD or shutter glasses. A better approach is to use a wireless lavalier

since the microphone can still be placed close to the mouth, with no additional wires.

External Noise Solutions. The two basic approaches to solving the external noise prob-

lem are to either reduce external noise in the physical environment or to not let the recog-

nition engine know that external noise exists. Reducing external noise in the environment

is easier said than done since there may be noisy machines or people that cannot be moved.

The second approach is somewhat more practical since microphone and speech recognition

parameters can be altered to help block out the noise. For example, many speech recogni-

tion systems4 have sensitivity adjustments which determine how much of the input signal

the recognition engine will pick up. With this adjustment, the system can be tweaked so

that it does not pick up external noise, but the user will have to speak in a much higher

volume than normal. One can also use a unidirectional microphone or filtering algorithms

to help block external noise.

Recognition Latency Solutions. The latency in a speech recognition system is often

a direct reflection of vocabulary size. The larger the vocabulary, the longer it takes the

recognizer to recognize utterances. The most obvious way of reducing recognition latency

4This work uses the BBN Hark speech recognizer which has sensitivity adjustment capability.
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trimming down the vocabulary, may not always be possible. Another latency reduction

approach is to increase the recognition engine’s decoder speed5 so that it does not go

through as many possibilities. Latency will be reduced with this parameter change but

since fewer speech input choices are considered, accuracy will definitely diminish. Finally,

an alternative method is not to reduce it, but to mask it in some way. If the user is given

something to do or see during the latent period, this may minimize the effects of the lag

although this hypothesis has not been tested and is an area for future work.

5Decoder speed is another parameter which can be changed in the BBN Hark system.



Chapter 4

Combining Whole-Hand and

Speech Input

We have seen in the previous two chapters that while both whole-hand and speech input

can be powerful interaction styles in virtual environment applications there are numerous

problems with them. We have also analyzed some of these problems and presented solu-

tions. Although whole-hand and speech input show promise as individual interaction styles,

their combination into multimodal interfaces shows even greater potential since it is this

combination on which human-to-human communication is based; a communication medium

that has been ingrained in the human’s physical and mental makeup since birth. Therefore,

in this chapter, we discuss some aspects of multimodal interaction, describe previous work

in the area, and discuss the advantages that multimodal interfaces can provide the user and

developer.

4.1 Multimodal Interaction

Multimodal interaction can be defined as the combination of multiple input modalities to

provide the user with a richer set of interactions compared to traditional unimodal interfaces.

The combination of input modalities can be divided into six basic types: complementarity,

redundancy, equivalence, specialization, concurrency, and transfer [89]. In this section, we

briefly define each.

Complementarity. Two or more input modalities complement each other when they

combine to issue a single command. For example, to instantiate a virtual object, a user

makes a pointing gesture and then speaks. Speech and gesture complement each other since

23
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the gesture provides the information on where to place the object and the speech command

provides the information on what type of object to place.

Redundancy. Two or more input modalities are redundant when they simultaneously

send information to the application. By having each modality issue the same command,

redundant information can help resolve recognition errors and reinforce what operation the

system needs to perform [106]. For example, a user issues a speech command to create a

visualization tool while also making a hand gesture which signifies the creation of that tool.

By providing more than one input stream, the system has a better chance of recognizing

the user’s intended action.

Equivalence. Two or more input modalities are equivalent when the user has a choice

of which modality to use. For example, the user can create a virtual object by either

issuing a voice command or picking the object from a virtual palette. The two modalities

present equivalent interactions in that the end result is the same. The user can choose

which modality to use based on preference (they simply like speech input over the virtual

palette) or on frustration (the speech recognition is not accurate enough, thus they move

to the palette).

Specialization. A particular modality is specialized when it is always used for a specific

task because it is more appropriate and/or natural for that task. For example, a user

wants to create and place an object in a virtual environment. For this particular task, it

makes sense to have a “pointing” gesture determine the object’s location since the number

of possible voice commands for placing the object is too large and a voice command cannot

achieve the specificity of the object placement task.

Concurrency. Two or more input modalities are concurrent when they issue different

commands that overlap in time. For example, a user is navigating by gesture through a

virtual environment and while doing so uses voice commands to ask questions about objects

in the environment. Concurrency enables the user to issue commands in parallel; reflecting

such real world tasks as talking on the phone while making dinner.

Transfer. Two input modalities transfer information when one receives information from

another and uses this information to complete a given task. One of the best examples of

transfer in multimodal interaction is the push-to-talk interface described in Chapter 3: the



25

speech modality receives information from a hand gesture telling it that speech should be

activated.

Although all six multimodal combination types are important to building a richer set

of interactions, this work focuses only on four of them: complementarity, concurrency,

specialization, and transfer.

4.2 Previous Work

Different types of input mode combinations have been used in multimodal interaction.

Zeleznik uses a stylus and puck on a Wacom Tablet to interact with a conceptual 3D mod-

eling application [154]. Cohen uses pen-based gestures and voice commands in QuickSet,

a system for setup and control of distributed interactive simulations [27]. Waibel and Vo

use a series of input modes that include speech, pen-based gestures, eye tracking, lip read-

ing, handwriting recognition, and face recognition for applications such as text editing and

calendar management [144]. The common thread between all of these systems is that the

user’s hands use 2D input to interact with the application.

In the context of whole-hand and speech input, the use of a multimodal interface that

integrates the two modalities can be traced back to Bolt’s ”Put That There” system [13]

developed in 1980. This system used pointing hand postures and voice commands to cre-

ate, manipulate, and edit simple 2D primitives such as squares and circles using a large

rear-projected screen. Bolt extended his earlier work in 1992 with a multimodal interface

that used hand gestures along with speech for manipulating 3D objects [14]. Weimer and

Ganapathy developed another system that incorporated speech and hand gestures to create

B-spline based 3D models [148]. However, their system was menu driven and did not take

advantage of whole hand input. Other multimodal work that uses both hand gestures and

speech can be found in [4, 10, 69].

An important aspect of multimodal interaction is the integration of the different input

modes, for which a number of different integration strategies have been developed. Johnston

developed a unification-based integration scheme [63] based on research conducted by Oviatt

[105, 107] into people’s integration patterns when using more than one mode of input. This

scheme uses typed feature structures [23] to represent the semantic contributions of the

different modes, which allows for the individual modalities to compensate for each other’s

errors.

Expert systems have also been used to integrate multiple modes of input as shown in
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Billinghurst’s work [10]. In his system, a set of if-then production rules, which encode

domain knowledge, are used to integrate speech and hand gesture. These rules map high

level semantic information from the inputs to generate a somewhat intelligent response.

Another approach to input integration is to use frames [143]. In this case, frames consist

of slots that hold information from a single input mode. The command interpreter takes

these frames and determines the appropriate action to take. An advantage of this approach

is its flexibility for incorporating more than two modes of input. Note that other strategies

such as agent-based approaches [26] and guided propagation networks [90] have also been

developed for integrating multiple modes of input.

4.3 Advantages of Combining Whole-hand and Speech Input

into Multimodal Interfaces

Multimodal interaction provides many benefits over traditional unimodal metaphors such

as WIMP (Windows, Icons, Menus, Point and Click) interfaces [140]. By combining whole-

hand and speech input, human computer interaction is augmented in a number of ways 1.

First, users can interact more naturally since, human-to-human interaction often occurs with

combinations of speech and hand movement. Second, an application can achieve a better

understanding of the user’s intended action by providing it with multiple input streams

because speech and whole-hand input cannot provide perfect recognition accuracy.

Combining whole-hand and speech input also has advantages of simplifying the interface

not only from the user’s perspective but also from the developer’s perspective. From the

user’s perspective, the interface can be simpler since one modality does not have to account

for all interactions. For example, if user have to interact solely with speech or whole-hand

input, they have to remember either a complicated speech vocabulary or a complicated

gesture vocabulary. However, if we combine the modes in a complementary fashion, the set

of interactions remains the same as either single modality, yet their respective vocabularies

are simplified, easing cognitive load. By combining these two modalities we can also reduce

recognition times, increasing interaction speed since each individual recognition system has

less work to do and takes less time in making decisions.

From the developer’s perspective, the interface is somewhat simpler to implement in

terms of algorithmic complexity. In order to provide a robust interface with either speech

or whole-hand input (especially hand gestures) in isolation, the developer would have to
1Chapters 6 and 7 will present more advantages for combining whole-hand and speech input in the context
of the two applications developed in this work.
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implement rather complex recognition routines that would require many optimizations to

provide fast interaction. Combining these two modalities splits the work allowing for a

simpler implementation of each modal component. One could argue that the integration of

the two modalities cancels out any of the gains made by having them both in the interface.

This argument may be true when a multimodal combination style such as redundancy is

used. However, as we will see in the next chapter, when a complementary multimodal

combination style is used, the integration of the two modalities is not that complicated.



Chapter 5

Hardware and Software

Frameworks

In this chapter, we present the two hardware configurations used in this work, one for a

rear-projected display table and one for a surround screen environment. We also describe

the software framework used in building a scientific visualization application (Chapter 6)

and a room layout/interior design application (Chapter 7).

5.1 Hardware Configurations

The hardware configurations supported investigation of multimodal interfaces in two types

of virtual environments: a semi-immersive table environment and a fully-immersive sur-

round screen environment.

5.1.1 Rear-Projected Display Table Configuration

The first hardware configuration (used in the scientific visualization application) has many

parts as shown in Figure 5.1. The configuration uses a SGI Octane graphics workstation as

its primary computer. The Octane drives a Barco Baron Table (see Figure 5.2), a four foot

by five foot rear projection display device. The table has two StereoGraphics CrystalEyes

emitters placed on either side of it. These emitters (not shown in the figure) transmit an

infrared signal to a pair of shutter glasses the user wears to achieve a stereoscopic view.

An Ascension Flock of BirdsTM unit with an extended range transmitter is connected to

the Octane through a serial interface. The flock has three trackers, one that is attached to

28
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Barco Baron Table

SGI Octane

Sparc UltraII

Speech
Recognition 

Host

Video
Output TCP/IP

CrystalEyes
Stereo Glasses

Tracker #1 - head tracker

Tracker #2 - left hand

Tracker #3 - right hand

Glove for left hand

Glove for right hand

Microphone

Figure 5.1: The various components that make up the rear-projected display table config-
uration.

the CrystalEyes for head tracked stereo viewing, and the other two are attached to glove-

based input devices for position and orientation measurements. The user can wear a pair

of Fakespace PinchTM Gloves which detect electrical contact at each of the finger tips. As

an alternative to the Pinch Gloves, a Nissho Electronics SuperGloveTM can be worn on the

left hand, which contains a total of ten bend sensors, and on the right hand, the user can

wear a Virtual Technologies CyberGloveTM which has a total of 18 bend sensors.

Figure 5.2: A Barco Baron rear-projected display device.

A second workstation, a Sun Microsystems Sparc UltraII, is used as the speech recogni-

tion server. We use the Hark Speech Recognition system, a commercially available product

from BBN Corporation. This Sun workstation is physically located in close proximity to
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the Barco Baron, and as a result, the microphone is connected to this workstation. This

configuration is advantageous since no audio signals are sent from the Octane to the UltraII

though a network connection. The only data sent across the network are speech tokens

from the recognizer. The other advantage of this configuration is the speech recognizer has

its own CPU instead of having to share the Octane’s CPU which is used for graphics and

processing input device records.

5.1.2 Surround Screen Configuration

  TAN Cube

Speaker Speaker

PC Audio

Server

IBM SP2

Supercomputer

Video outputs for the
3 walls and floor

Speech Recognition
Sun Sparc 4 TCP/IP

Microphone

CrystalEyes
Stereo Glasses

        Host

TCP/IP

Tracker #1 - head tracker

Tracker #2 - left hand

Tracker #3 - right hand 

Glove for right hand

Glove for left hand

Figure 5.3: The various components that make up the surround screen hardware configu-
ration.

The second hardware configuration (used in the Room Designer application) also has a

number of components as shown in Figure 5.3. This configuration uses two nodes of an IBM

SP2 as its primary computer. The SP2 drives a TAN VR-CUBE1 (see Figure 5.4), a four-

sided (three walls and a floor) surround screen display system. The VR-CUBE has a total

of six StereoGraphics CrystalEyes emmitters placed on the top and bottom of each wall

which allows for stereo viewing. A Polhemus FastTrakTM with the Long Ranger transmitter

1A TAN VR-CUBE is analogous to a Cave [31].
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is connected to the SP2 through a serial interface and mounted on a wood structure which

sits above the VR-CUBE. The FastTrak device has four transmitters, one attached to the

CrystalEyes shutter glasses, one attached to the right index finger, one attached to the left

index finger, and one which can be used for a variety of things such as a wand, 3D stylus,

or placed on another part of the body. The user wears a pair of Fakespace Pinch Gloves

but the CyberGlove and SuperGlove discussed in the previous hardware configuration can

be used if bend-angle measurements are required.

Figure 5.4: A conceptual model of the TAN VR-CUBE display device.

A second workstation, a Sun Microsystems Sparc 4, is used as the speech recognition

server and it also uses the BBN Hark speech recognition engine. Finally, a PC sends audio

output to two speakers and a subwoofer that surround the VR-CUBE. Both computers

communicate with the SP2 via TCP/IP using a client/server model.

5.2 Software Architecture

The software architecture for our multimodal interface framework is based on an interface

library called Jot [46, 80]. Jot acts as a lower level infrastructure by supplying device

drivers, math routines, network communication, stereoscopic capabilities, and an OpenGL

abstraction through a series of classes written in C++. The interface framework consists of a

number of low level components and an integration component (see Figure 5.5). Each of the

low level components perform either posture, gesture or speech recognition and send tokens

to the integration component which uses this data to issue commands in the application.
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SuperGlove Left Hand 
Tracker Data

Right Hand
Tracker Data

Speech Token
Recognizer
and Parser

Posture
Recognizer

CyberGlove
Posture and
Gesture
Recognizer

Sends Posture Tokens

Posture
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Tokens
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Gesture
Tokens

Queries
Organizer
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Organizer

Sends Speech Tokens

Sends
Useful
Info

Sends
Useful
Info

Application

Integration Component

Manager Manager

Commands
Pinch Glove
Interactors Sends Pinch Tokens

Figure 5.5: The components that make up our multimodal interface framework. Arrow
indicate direction of data flow.

5.2.1 Pinch Glove Finite State Automata

One of the basic building blocks in the Jot interface library is the concept of the finite state

machine (FSM). Jot provides the developer with a base FSM class which is used to generate

application specific finite state machine objects which allow for transitions from one event

to another. These transitions are represented as the arcs in the FSM, and, when an arc is

traversed, a callback is provided which the developer can use to send information to the

integration component, initialize state variables, retrieve information from other parts of

application, and execute components or subcomponents of an interaction technique.

With respect to our multimodal interface framework, these derived FSM’s are used to

determine when “button down”, “button up”, and “button motion” events are generated

from the Pinch Gloves2. These events are given logical mappings to various interaction

tasks or subtasks based on the application. As an example consider the FSM shown in

Figure 5.6 which is used for the navigation technique found in the scientific visualization

application described in Chapter 6.

2“Button motion” events are actually generated from the attached tracking devices. These devices are
in a constant state of motion, thus they are always generating events.
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Start

EVENT KEY

One_Hand Two_Hands

RTMU

RTMD

LTMD RTMD

LTMD

RTMU

LMOV or RMOV

LTMU

LTMU

Left Thumb-Middle down     = LTMD
Left Thumb-Middle up          = LTMU
Right Thumb-Middle down   = RTMD 
Right Thumb-Middle up        = RTMU

Right Hand Motion                = RMOV

LMOV or RMOV

Left Hand Motion                  = LMOV

Figure 5.6: An example finite state machine created within our multimodal interface frame-
work. The arcs are event transitions which send the interaction technique into a particular
state. In this case, there are three states and a total of 10 event transitions.

This technique allows the user to navigate through the virtual environment with one or

both hands based on whether the user’s thumb and middle finger in each hand is touching.

See Chapter 6 for more details on this technique.

5.2.2 SuperGlove Posture Recognizer

The main function of the SuperGlove posture recognizing component is to process the

raw data records from the SuperGlove input device and find recognizable postures which

are defined in a template file3. The recognizer then sends a token corresponding to the

recognized posture to the integration component. The recognition method used is a sum

of squares statistic (i.e. similarity statistic) to find the current data record that is most

similar to a given templated data record. Postures are recognized in three stages. First a

similarity statistic for each possible posture is found using the following formula:

ssi =
n

∑

j=1

(xcj − xtji
)2 (5.1)

where ssi equals the ith similarity statistic, xcj equals the jth bend angle of the current

posture record, xtji
equals the jth bend angle of the ith templated posture record, and n

3A templated data record is created in a calibration file before using the application. The user makes a
given posture n times (usually about 5) and an average of each data value is taken to get one record.
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represents the number of bend angles measured, in this case ten. Once a similarity statistic

is found for each posture4 in the posture set, the second stage is to find the minimum value

which is represented as

Y = min(ss1, ss2, ...ssi) (5.2)

P =







Token : Y < ε

Null : Y >= ε
(5.3)

where Y equals the minimum similarity statistic value. The corresponding posture token

P is then found from Y only if it is less then a threshold value ε otherwise no posture is

recognized. Once a value for P has been determined, the third stage is to insert P into

a queue which holds the last n posture tokens. The number of elements in the queue is

based on informal measurements of the accuracy of the SuperGlove. In this case, we found

a twenty element queue to be satisfactory for the applications we are currently developing,

but this number could change for other applications. The queue is used to help alleviate

false positives during recognition, and if the majority of the elements in the queue are a

given posture token, then that token is sent to the integration component.

5.2.3 CyberGlove Posture and Gesture Recognizer

The CyberGlove posture and gesture recognizer has similar functionality to the SuperGlove

posture recognizer except for additional gesture recognition functionality and small modifi-

cations to the posture recognition algorithm.

Posture recognition in this recognizer follows equations 5.1 thru 5.3 in the previous

subsection but instead of using ten bend angles for the similarity statistic, it uses sixteen.

Although the CyberGlove we use has eighteen bend sensors, posture recognition excludes

the last two bend sensors which measures wrist pitch and yaw. Exclusion of wrist pitch

and yaw in the recognition of postures gives the user more freedom in making them. The

second modification to the algorithm is in the number of elements in the posture token

queue. Based on our informal tests, the CyberGlove is more accurate than the SuperGlove

and, as a result, needs a smaller queue. The number of elements in the token queue has

4By finding a similarity statistic for each posture in the posture set, we can sort these values and use a
n-best recognition approach. The n-best approach would pass a list of posture tokens to the integration
component with each token having an associated probability. These probabilities would aid in the
determination of the overall task the user wanted to perform.
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been reduced to ten for this recognizer which makes posture to command response time

somewhat faster.

Due to the CyberGlove’s improved performance over the SuperGlove, we have also

included a simple gesture recognizing element to this component. The gesture recognizer

looks for interesting patterns in the glove’s angle measurements over time which would be

difficult with the SuperGlove because it has less bend sensors. For example, we have a wrist

flick gesture which can be used to delete objects in the virtual environment or change the

states of the application. The wrist flick gesture is recognized if a change in the wrist yaw

angle data has changed rapidly. Because both posture and gesture recognition occur in the

same component, there could be a conflict with mistaking postures as part of a recognizable

gesture. The posture token element queue helps to resolve this conflict by making sure that

a random posture token, which may be a part of a gesture, is not sent to the integration

component. As more gestures are added to the framework, we may need to modify the

number of elements in the posture token queue specifically to handle posture and gesture

conflicts.

5.2.4 Left and Right Hand Tracker Data Managers

The purpose of these two components is to organize the position and orientation data from

the magnetic trackers so that answers to queries made by the integration component are sent

back as fast as possible. Both managers have a common structure but do contain different

functionality. In a similar manner to the posture recognizers described in sections 5.2.2 and

5.2.3, the tracker data managers hold a queue of the last n position and orientation records

which provides them with a history of the motion of the hands5. Both managers use this

information to communicate with the integration component.

Communication between the tracker data managers and the integration component takes

place in two forms. The first form of communication allows the integration component to

query the data managers for information that is useful to determine what action to take

given what it already knows. Examples of the type of information requested are the current

roll angle of the hand and whether one hand is closer to the display surface than the other.

The second form of communication lets the tracker data managers send useful information

to the integration component. The managers look for patterns in the motion history of the

hand by analyzing the position and orientation data.

5Currently we use store the last twenty position and orientation records, but this is subject to change
based on the amount of motion history we need.
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The left and right tracker data managers are distinguishable by the types of information

processing they do. A common action in virtual environment applications is pointing to

or grabbing objects and manipulating them. Therefore, one of the tracker data managers

is designed to provide information about what object has been selected for manipulation.

This information is obtained by casting rays from the tracker’s position into the scene and

checking if any objects have been intersected. Once an object has been selected, constrained

or unconstrained relative movement information can be obtained from the manager as well.

The majority of the other tracker data manager’s time is spent determining hand orientation

which is used in conjunction with posture recognition. By knowing in what orientation the

hand is, a small number of additional postures can be added to the posture set. For example,

a fist posture can be turned into 3 distinct postures when the hand’s orientation is at 0, 90

and 180 degrees about the z axis. Currently the left hand tracker data manager handles

object selection and manipulation information while the right hand tracker data manager

handles orientation information, but this configuration can be changed to accommodate

user comfort.

5.2.5 Speech Token Recognizer and Parser

The speech token recognizer and parser component has two essential parts. The first part

is the speech recognition engine itself which runs on either a Sun Sparc UltraII when using

the rear-projected display configuration or a Sun Sparc 4 when using the surround screen

configuration. These workstations act as a servers in their respective configurations and

the speech itself is recognized using the BBN Hark Speech Recognizer. The recognizer is

a speaker independent system based on a phonetic dictionary. Recognizable words and

phrases are placed in a grammar file that is loaded into the recognizer upon start up. The

recognizer has both continuous word/phrase spotting and isolated word recognition modes.

We use continuous phrase spotting in both the scientific visualization application and in the

Room Designer application. An advantage of the Hark system is that it allows important

recognition parameters to be changed through a parameter file such as speech detection

sensitivity, rejection sensitivity, and speed of the recognizer (see Figure 5.7 for an example

parameter file).

Once the Hark system recognizes a word, phrase or a non-recognizable entity, the server

sends a string across the network to the application. At this point, the second part of the

speech token recognizer and parser takes the string, parses it and sends a one word token

to the integration component. Note that one of the important goals of our project is to
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allow the user to speak to the computer with as much flexibility as possible. As a result, we

want the user to have many different possibilities for issuing a voice command. This goal

makes the parsing tedious since there are usually many possible combinations of words and

phrases that can make up a single command.

5.2.6 Integration Component

The integration component combines the output from the lower level components into the

framework6. Whenever a speech command, gesture, or posture is sent to the integration

component it interprets the available data and sends an appropriate command by callback

to the application. The integration component stores the current and previous posture,

gesture, and speech tokens so it always has a copy of the last token received from each

component which is important for determining when one series of posture tokens begins

and another series ends. This component also has an individual function that gets called

when a particular recognizer sends a token. This separation provides a cleaner interface.

The integration component is only one instantiated object and each of the recognizer

components has a pointer to it. When a recognizer sends a token to the integration compo-

nent, the specific function for that token class gets called. This function then invokes the

action that the application has mapped to this token. The callback action can also check

the state of the application and look at other tokens received from other components to

either further refine or to reject the action.

An important part of our framework was to allow the user to issue the same command

in many different ways using different modes. For example, we want the user to be able to

create an object with a voice command, a hand posture, or a hand gesture and use any of

these mechanisms at any time. The user may prefer a certain method of interacting with

the application, but if that method fails, the user should be able to quickly and easily jump

to another method for that particular command. In order to facilitate this type of interface,

the integration component prints out what operation it thinks the user wants to perform. It

also prints out messages when it does not understand what the user is trying to do. These

messages provide the user with feedback which enables them to try the interaction again or

proceed to another mode of input.

6The integration component currently supports complementary and equivalent styles of multimodal in-
teraction. Incorporating redundancy into this component is an area for future work.
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#######################################################

# Parameter file for the scientific visualization application

# Author: Joseph LaViola

#######################################################

# Grammar file and voice model

grammar file: /map/gfx0/users/jjl/jot/jjl/grammars/vwt.bgf

voice model: /map/gfx0/users/jjl/jot/jjl/grammars/vwt.vmd

# Params needed for doing a socket connection

Audio input channel: socket

Audio socket port number: 0

Produce sidetone when listening [no]: no

# SILENCE TIMEOUT - set this to 0 so that the Recognizer will wait

# indefinitely

# for you to speak.

Maximum allowable initial silence (sec) [60.0]: 0

# DECODER SPEED - between -10.0 and 10.0, default is 0.0

# negative numbers make the decoder go slower, but consider more

# possibilities; positive numbers make it go faster, but consider

# fewer possibilities.

decoder speed [0.0]: 6.0

# REJECTION SENSITIVITY - controls the ratio of false acceptance and false

# rejection. The value ranges from 0 (no rejection) to 100 (maximum

# sensitivity). Default value is set by "hcompile -r <sensitivity>".

# If the current grammar has not been built for rejection,

# this parameter’s value will automatically be set to -1; setting this

# parameter in this case will cause the parameter setting command to fail.

Rejection sensitivity: 50

# INTERFACE VERBOSITY - send HARK_SPEECH_START and HARK_SPEECH_END if yes

Output speech activity [no]: yes

# HEARTBEAT INTERVAL - between 0 and 10000 seconds (default is 0, no heartbeat)

Heartbeat interval (sec) [0]: 0

# ENABLE SPEECH DETECTOR - set yes (default) to search for speech

Use speech detect [yes]: yes

# SPEECH DETECT SENSITIVITY - value 0 (insensitive) to 100 (very sensitive)

# default is 50. (useful range is 25-75)

Speech detect sensitivity [50]: 45

Figure 5.7: An example Hark parameter file.



Chapter 6

Application I - Multimodal

Scientific Visualization

The first prototype application developed using the framework, described in the previous

chapter, was a multimodal scientific visualization tool (MSVT) for exploring flow about

a dataset (see Figure 6.1) that was based on the Virtual Windtunnel project by Bryson

[20, 21]. MSVT uses the rear-projected display hardware configuration and combines speech

input with pinching postures and gestures. The idea behind MSVT was not only to build a

natural and intuitive interface for a scientific visualization application, but also to explore

multimodal input combination types, specifically complementarity, concurrency, specializa-

tion, and transfer. Another important goal for this prototype was to determine how far

we are from attaining a human-to-computer speech dialog that is equivalent to human-to-

human communication using off-the-shelf technology.

6.1 Application Functionality and Interaction

MSVT gives users the ability to create, modify, drop, pick up, and delete a small set of

visualization tools (streamlines, rakes, and colorplanes) for exploring the flow field about

a given dataset. They also have the ability to change their viewpoint in the virtual envi-

ronment, manipulate the dataset, make pictures of visualizations, and record and playback

animations. Using the Fakespace Pinch Gloves, only the thumb, index, and middle finger

on each hand and a set of speech commands are required to perform all the interactions in

the application. The speech input component uses a vocabulary of over 20 voice commands

39
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Figure 6.1: A user interacting with a dataset for visualizing a flow field around a space
shuttle. The user simultaneously manipulates the streamlines with his left hand and the
shuttle with his right hand while viewing the data in stereo.

shown in the grammar file in Figure 6.2. The following subsections describe the compo-

nents of MSVT’s interface in more detail including navigation, dataset manipulation, tool

creation and manipulation, and recording and playback.

6.1.1 Navigation

Users navigate through the virtual environment with two possible interactions. Based on

Multigen’s SmartScene navigation techniques [87, 98], users can pull themselves through

the virtual world by pinching the thumb and middle finger on either hand and grabbing a

point in space. Translation is not constrained so movements in x, y, and z can be made.

When the users invoke the technique with one hand after the other, they can virtually walk

through the VE.

Users can also pinch the thumb and middle finger of each hand simultaneously which

results in the ability to scale, rotate, and translate the virtual world in one motion. This

technique can be thought of as three distinct components (see Figure 6.3). First, scal-

ing the viewing region by moving the two hand closer or farther apart along a fixed line.
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# This file contains a grammar for recognizing all commands

# used in the MSVT application.

<START> $main;

$main: $create |

$drop |

$delete |

$acquire |

$remember |

$recall |

$start |

$stop |

$halt |

$computer |

$play |

$quit |

$pause;

$create: [CREATE] $object [PLEASE];

$drop: DROP $object [PLEASE];

$delete: REMOVE $object [PLEASE];

$acquire: PICK UP $object [PLEASE];

$object: RAKE | STREAMLINE | COLOR PLANE;

$remember: REMEMBER THIS VIEW;

$recall: SHOW [ME] SAVED VIEW;

$start: START RECORDING;

$stop: STOP;

$play: PLAYBACK;

$pause: PAUSE;

$halt: HALT;

$computer: COMPUTER;

$quit: QUIT APPLICATION PLEASE;

Figure 6.2: The grammar file which holds the speech command descriptions used in the
MSVT application. Note that words in brackets are optional in issuing a given voice com-
mand.

Second, rotating the world by making arc-like motions with each hand in opposite direc-

tions or keeping one hand stationary and make arc-like motions about the stationary hand.

Third, translating about the virtual world by moving both hands simultaneously keeping

the distance between the hands constant throughout the operation. By combining these

three components users can perform scaling, rotation, and translation in one motion. For
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example, moving to a specific location and facing a certain direction while zooming to a

close up view of an area of interest in a dataset.

Two-Handed Scaling Two-Handed Rotation Two-Handed Translation

Figure 6.3: The three basic components of the two-handed navigation technique. The boxes
represent the user’s hands and the line styles represent possible motions. These components
can be used in isolation or by combining them so the viewing region can be scaled, rotate
and translated in one motion. Note that using one hand at a time also allows for translation.

Another method for navigating about the virtual environment is using the hand as a

palette. In our case, the right hand acts as the palette while the left index finger is used

to instantiate interactions. When users touch the left index finger to the right pinkie,

middle finger, or thumb, the world rotates about the center of the dataset by 90, 180, and

-90 degrees respectively. This navigation tool can be used for quickly rotating around the

dataset

6.1.2 Dataset Manipulation

The task of dataset manipulation, specifically rotation and translation, is performed with

the thumb and index finger on each hand. With the right hand, when users touch the

thumb and index finger, they can translate and rotate the dataset by simply moving and

rotating the hand. This manipulation provides six degrees of freedom. To perform rotation

or translation of the dataset in isolation, and users touch the thumb and index finger of the

left hand. Either dataset rotation or translation is performed based on the initial angle of

the user’s hand about the z axis. If the hand angle is approximately zero degrees about

the z axis, (i.e. the tracker attached to the back of the hand is approximately parallel with

the floor) dataset rotation is performed otherwise the dataset is only translated. Note that

touching the thumb to the index finger with both hands simultaneously is analogous to

the two-handed navigation technique described in the previous subsection, except scaling is
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omitted.

6.1.3 Tool Creation and Manipulation

MSVT provides three visualization tools; streamlines, rakes (see Figure 6.4), and colorplanes

for exploring the fluid flow around the dataset. In order to create a given tool, users simply

extends their arm to the display device and ask for the appropriate tool as shown in Figure

6.5. The hand that has the greatest distance from the tracking device’s transmitter is the

hand the object attaches to. For example, to put a colorplane in the right hand, simply

extend the right arm and say “COLORPLANE”. The colorplane is then instantiated and

attached to the right hand where it can be moved through and around the dataset. This

type of interface presents a natural way to instantiate tools by using a “show and ask”

metaphor where users ask the application for some object and show where the object is to

go.

Figure 6.4: The rake visualization tool which is made is made up of a number of streamlines.

The visualization tools can be similarly dropped into the environment: users move the

tool to where it should be located while uttering a “DROP object” command where object

is equal to streamline, colorplane or rake. Users can then manipulate the dataset with

the visualization tool fixed. If users want to pick up a fixed object they simply hold out

the appropriate hand and utter the “PICK UP” command asking for a particular tool.

Visualization tools can also be deleted from a hand by holding out that hand and asking

the application to remove that tool with the “REMOVE” command.

Once a rake or colorplane has been created, users can change the number of streamlines
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Figure 6.5: The user extends his right hand to the display asking for a streamline.

attached to the rake and the size of the colorplane. These parameter changes are made

using a digital input slider, a slider which has no analog components. It simply consists

of some type of button and the ability to determine the relative positions of itself and the

entity that invokes the button press. The Pinch Gloves can make a very effective digital

input slider since the conductive cloth patches attached to each fingertip extend down the

back of the each finger as well. Therefore, the user can make a connection by sliding one

fingertip along the back of another. Using the trackers attached to each hand we can then

determine whether the user slides a finger along the back of another in a direction moving

toward the wrist or away from the wrist. Knowing this direction, we can then increase or

decrease a parameter value to one of the visualization tools. So, the number of streamlines

attached to a rake can be increased or decreased with the left index finger/right index

finger slider and the size of a colorplane can be increased or decreased with the left index

finger/right middle finger slider. These increases and decreases are fixed in the application.

Currently, two streamlines are added or removed from a rake depending on the direction

of slider manipulation, and the colorplanes are increased or decreased in size by a factor

of 0.5. Note that these values could be changed dynamically based on user preference if

appropriate speech commands were in place.

A question arises as to how to determine what tool’s parameter value to change if there

is one in each hand; a rake in each hand, for example. This issue is resolved by holding

the hand stationary that has the intended object of interest. With this approach, the hand

that has moved the least during the course of the slider manipulation indicates which tool
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to modify. So, if a rake is in each hand and to increase the number of streamlines attached

to the rake in the left hand by four, users can hold the left hand fixed and then slide the

right index finger along the back of the left index finger, away from the wrist. Doing this

twice would add four more streamlines to the rake in the left hand.

6.1.4 Recording and Playback

Having the ability to save and reinvestigate certain portions of a visualization session is an

important part of using visualization techniques to better understand scientific data because

it allows scientists to go back and reexamine interesting visualizations and show them to

colleagues and collaborators. Therefore, MSVT provides two mechanisms for saving and

retrieving visualizations. The first takes snapshots of a given scene by simply asking the ap-

plication to “REMEMBER THIS VIEW”. The view can then be retrieved with the “SHOW

ME SAVED VIEW” command. The second mechanism records and plays back interaction

animations. When the “START RECORDING” command is issued, the background color

of the screen turns red, as shown in Figure 6.6, indicating that the application is in recording

mode. Users then make the animation and say “STOP” to finish the recording. To view the

animation users can issue the “PLAYBACK” command. During playback, the background

color turns green, shown in Figure 6.7, indicating the mode change. These recording and

playback tools not only benefit users who want to go back to previous visualizations, but

also in collaborative settings when they needs to show colleagues important visualizations

they have discovered.

Figure 6.6: The user is in recording mode as indicated by the red background.
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Figure 6.7: The user watching a previously recorded animation indicated by the green
background.

In many cases, users will have both hands occupied interacting with the dataset but may

still need to issue commands. For example, if speech were not available, when manipulating

a tool in one hand and the dataset in the other, users would have to free one hand and

make a gesture or press a button to start a recording. MSVT solves the problem by taking

advantage of the concurrent multimodal input combination style of speaking and direct

manipulation.

6.2 User and Prototype Evaluation

Throughout the life of MSVT, a number of people, from academia, industry, and govern-

ment, both have tried and observed the application. In general, users found the application

to be compelling in terms of the interaction and the virtual environment. From an interac-

tion perspective, the majority of users found the interface easy to use (with some training)

and liked the idea of the “show and ask” metaphor for creating and selecting visualiza-

tion tools. The “show and ask” metaphor is an improvement over other object creation

and selection techniques such as aperture-based selection [49] and 3D menus because these

techniques require users to go to the object of choice in order to select it or to navigate

through many layers of 3D menus to create an object. The “show and ask” metaphor is a

faster method of creating and selecting these visualization tools since users do not have to

actively select the virtual objects; with “show and ask” they come to the user via simple

voice commands and are properly positioned by showing the application which hand to
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place the object in.

Users also found the digital sliders for increasing or decreasing the number streamlines

attached to a rake and increasing or decreasing the size of a colorplane to be a simple yet

effective way to manipulate these parameters. In addition, the majority of the users found

the recording and playback capabilities to be an important part of the application. From

the virtual environment perspective, most of the users (especially those will little or no

VR experience) found the semi-immersive display to be extremely compelling from a visual

standpoint. Users seemed to enjoy the stereo display and often tried to physically touch

the virtual objects which is a good indicator that the stereo effect is working well.

Users provided a number of useful suggestions and constructive criticisms for improving

the application. A number of users wanted other visualization tools in addition to the ones

provided. Specifically, a number of people wanted the application to provide a form of text

output that showed exact values in the flow field based on user input. Other tools that

users thought might make the application more robust were particle traces and isosurfaces.

Another important suggestion had to do with scaling with respect to interaction within

the flow field. Users wanted to scale down the movement of the visualization tools so fine

grained manipulation could be performed when users were close to the dataset.

Another important comment was that even though they found the application to be

visually compelling, they were uncertain as to whether it would actually help them to be

better scientists and to understand the data easier and more efficiently. This question

not only plagues MSVT but all virtual environment-based scientific visualization systems.

Unfortunately, the question is difficult to answer and is a definite area for future work and

consideration.

Finally, one of the major problems with MSVT that people commented on had to

do with the speech recognition. One of the goals of MSVT was to see how effective a

natural speech interface without any push-to-talk mechanisms would function using current

technological components. In an isolated environment (an environment where only the

user of the system is present), the speech recognition worked well and there were very

few problems with false positive recognition. However, in a collaborative or demonstration

scenario, the speech recognition often broke down due to environmental noise, recognizing

words it wasn’t supposed to causing erroneous operations. In some cases, these speech

recognition problems made the application unusable. The main reason these problems

occurred was that the application could not distinguish between the user speaking to it

and to other people in the environment. As a result, with the current state of technology,

we concluded that we could not have the user effectively interact with the application at
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a level of communication that mimics face-to-face human conversation (see Chapter 3).

Therefore, an intermediary in the form of a push-to-talk interface is required when users

are in collaborative or demonstration settings.



Chapter 7

Application II - Multimodal Room

Layout and Interior Design

The second prototype application developed using the framework described in Chapter 5

is a system, called Room Designer, for populating simple architectural spaces (see Figure

7.1) with furniture and other interior decorations. Room Designer uses the surround screen

hardware configuration which provides the user with a fully immersive virtual environment

experience. In a similar input model with MSVT, Room Designer combines speech input

with pinching postures and gestures. Room Designer is loosely related to systems such as

The Conceptual Design Space, which allows users to inspect, inhabit, and perform mod-

ifications on conceptual building designs [15], and the Virtual Architectural Design Tool

(VADet), where users can create both architectural and interior structures in the C2 (a

Cave-like device) [60]. Room Designer distinguishes itself from these systems in using more

complex graphics primitives and incorporating speech input into a multimodal interface.

One of the main goals of Room Designer, besides the investigation of various multimodal

input styles, is to develop a tool to let novice users prototype possible furniture layouts and

interior designs in a conceptual manner, and perform these tasks with a one-to-one, life size

scale. In addition, as noted in the last chapter, using a non-push-to-talk speech interface was

not appropriate in collaborative or demonstration settings. As a result, another important

goal of this prototype is to evaluate our efforts to improve the speech interaction with an

“invisible” push-to-talk mechanism.

49
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Figure 7.1: A simple conceptual model of the first floor of a house used in the Room Designer
application.

7.1 Furniture Database Description

In order to provide some flexibility in making room layout and interior design decisions,

we developed a database of complex graphics primitives. These primitives, represented as

polygonal meshes, include various types of furniture such as chairs, tables, desks, lamps,

and so on. Interior decorations such as rugs and pictures, represented as textured cubes,

are also included in the database. The majority of these models and textures were found

on free sites using the World Wide Web, and, in total, approximately 40 objects are present

in the furniture database. These objects are presented pictorially in Figure 7.2.

From an implementation perspective, the furniture database is defined as a simple hold-

ing class. This class holds a number of furniture classes, one for each furniture type, which

contain n number of furniture primitives. The furniture primitives are stored in dynamic

arrays which allows for easy addition of new ones1. Addition of new furniture types to

the database is also straightforward. A developer only has to create a new furniture class

and add it to the holding class. The holding class is instantiated as a single object and

during construction, it reads in all of the furniture data before the application starts which

1In the case of pictures and rugs, textures are stored in the dynamic arrays.
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Figure 7.2: An iconic representation of 40 of the primitives present in the furniture database.

speeds up retrieval and reduces display time. Access to any particular piece of furniture

is made through that furniture type’s accessor method found in the holding class. These

accessor methods provide a link directly to the dynamic array so objects and their initial
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transformations2 can be retrieved.

Figure 7.3: A living room constructed with Room Designer.

7.2 Application Functionality and Interaction

Room Designer allows the user to conceptually perform room layouts and interior design in

an architectural space while present in that space. Some simple room layouts are shown in

Figures 7.3, 7.4, and 7.5. Users create, place, modify, and manipulate furniture and interior

decorations so as to quickly try our different designs that would otherwise be costly and

time consuming. Users can also navigate through the space by pulling themselves through

the environment. Using the Fakespace Pinch Gloves, the thumb, index, and middle finger

on each hand along with the pinkie finger on the left hand and a set of speech commands

are used to perform all the interactions in Room Designer. The speech input component

uses a vocabulary of over 15 voice commands shown in the grammar file in Figure 7.6.

The following subsections describe the components of Room Designer’s interface in more

detail and includes navigation, furniture and interior decoration creation, and furniture and

interior decoration manipulation.

2All objects in the database have an initial transformation matrix which sets the size and positions the
object to face the z -axis. Objects are placed in the world relative to the user upon instantiation.
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Figure 7.4: The user in a proposed layout for his bedroom.

Figure 7.5: A simple kitchen created in Room Designer.

7.2.1 Navigation

Users navigate through the architectural space with a technique that is similar to one-handed

navigation found in MSVT (see Chapter 6) with three exceptions. The first exception is

that both translation and rotation about the user’s position can be performed instead of
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# This file contains a grammar for recognizing all commands

# used in the Room Designer application.

<START> $main;

$main: $furniture;

$furniture : [GIVE ME A] $object [PLEASE];

$object: CHAIR |

DESK |

SHELF |

LAMP |

BED |

CURTAIN |

WINDOW |

SOFA |

TABLE |

RUG |

PICTURE |

PHONE |

DRAWER |

COMPUTER |

STEREO |

FRIDGE;

Figure 7.6: The grammar file which holds the speech command descriptions used in the
Room Designer application. Note that words in brackets are optional in issuing a given
voice command.

only translation. The second exception is that translation is constrained so movement only

takes place in the xz -plane since we want a walk-through style of navigation3. The third

exception is that user movement is not based on the point in space where the hand tracker

is located when the user first starts the interaction (a thumb to middle finger contact). User

movement is instead based on a sphere that attaches itself to objects using a ray cast into

the scene from the hand tracker. As the hand tracker’s position and orientation update, a

ray is cast into the scene and a sphere attaches itself to the ray intersection surface point.

Users can then extend a hand and pull themselves toward the sphere. Only one motion

is required no matter what the distance between the user and the sphere is because it is

mapped onto the distance between the user’s hand and head. Users can rotate about their

position when they move their hand in a side-to-side manner.

As an example, consider a room with a chair positioned by one of the walls. If users

want to move to that chair, they would simply extend their hand out to the chair. When

3Rotation is also constrained. Rotations are performed about the y-axis relative to the user’s head
position.
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the sphere intersects the chair, they are notified by the creation of a bounding box around

it (see Figure 7.7). They would then pinch the thumb and middle finger together on the

right hand (only the right hand is used for navigation) and pull it towards them which

would then translate them to the chair. If they wanted to turn around, say to go through a

doorway into another room, they would make the same pinching posture but move the right

hand from right to left until a 180 degree turn was made. Combinations of these forward-

backward and side-to-side gestures allow users to rotate and translate simultaneously.. For

example, an L-shaped gesture would move users forward and then rotate them some number

of degrees. These types of gestures are good, for example, when users want to move to a

door and turn to face the door at the same time.

7.2.2 Furniture and Interior Decoration Creation

Furniture and the other interior decorations are instantiated in Room Designer using a

“point, speak, and cycle” interaction metaphor. When users pinch and hold the left hand’s

thumb and middle finger two important application states are activated. First, a virtual

laser pointer is created which extends from the left index finger (the location of one of the

hand trackers). Second, by creating the laser pointer the speech interface activates, thus

allowing users to utter voice commands4. By activating the speech input in this way, we

have created an invisible push-to-talk style of speech interaction because the user does not

have to do anything extra to initiate the speech component. In other words, the push-to-talk

part of the interface is embedded into the interaction technique for creating and placing

objects in the environment, thus requiring no extra cognitive load but still providing a

critical piece of functionality. In addition, the “point, speak, and cycle” metaphor requires

a significantly smaller number of operations for creating furniture than traditional desktop

modeling systems. For example, to create and correctly place a furniture object into a

virtual room in a traditional WIMP-based modeling system, users would have to click

on the “File” menu to read in a data description of the object, load the object, and then

translate and rotate the object to the appropriate position. In these situations, users require

several operations in order to accomplish this task. With Room Designer, users need at

most two operations to complete the same task.

Using the virtual laser pointer, users point at a particular location and ask for a par-

ticular type of object, for example, pointing to the floor and saying “GIVE ME A CHAIR

4Analogously, when users release the thumb and middle finger, the virtual laser pointer goes away and
the speech recognition deactivates by having all utterance ignored.
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PLEASE.” The chair then appears in the requested location facing the user. The chair

that was instantiated may not be of the appropriate type. So, users can cycle through

the available chairs in the furniture database by moving their left hand across their body

while pinching the thumb and pinkie. A beep indicates when they have reached the end

or the beginning of the list, depending on which direction the hand is moving. We use

this approach over other techniques such as simply picking from a 3D menu [60] or virtual

palette [28] because we do not want the user to have to continuously look from the place of

object selection to the place of object instantiation. With this technique, the user can try

out different types of furniture without having to visually and cognitively move away from

the area of interest each time a different piece of furniture is created. Note that pictures

and rugs are created in the same manner.

7.2.3 Furniture and Interior Decoration Manipulation

Already placed furniture or interior decorations can be moved about the architectural space

with simple direct manipulation. Using either the left or right hand, users can grab an

existing object by moving a hand to the approximate location of the object. When the

hand-tracked sphere, used to provide feedback on where the user’s hands are in the virtual

environment is in close proximity to the given object, it’s bounding box will highlight

indicating that the object can be picked up (see Figure 7.7). Using a thumb to index finger

pinching posture, users can pick up the object and transfer it to a different location. To

move a bed into another room of a house, they could simply grab and hold onto the bed

in the left hand while navigating to the other room with the right hand and then placing

the bed in an appropriate location. In addition, to make things easier, furniture and the

interior decorations have built in constraints attached to them. For example, chairs, tables,

and desks, are constrained so that they only move in the xz -plane or only along the floor

and pictures can only move in along a given wall.

Users can also delete objects in the environment. Our deletion technique is taken from

Mine’s proprioceptive work [95]. To delete an object, users grab and hold the object and

then throw it over their shoulder (see Figure 7.8). The over-the-shoulder deletion technique

has a number of advantages in that it is easy to remember and not easily invoked so

unintended deletions do not normally occur.



57

Figure 7.7: The chair’s bounding box is highlighted indicating the virtual sphere has inter-
sected it. A user can pick up the chair or move towards it.

7.3 User and Prototype Evaluation

A number of users have had a chance to try and observe Room Designer in the course of

the many demonstrations that have been given at the Brown University Technology Center

for Advanced Scientific Computing and Visualization5. On the whole, users have found the

application to be a compelling virtual environment experience. They found the navigation

technique allows for a much more active role in their movement over other traditional

techniques such as using pointing gestures to indicate direction and speed of movement.

They found the ability to point and speak to create and place the furniture simple to use

and easy to remember. They found the cycling part of the interface to be somewhat difficult

to use, especially for objects such as chairs which had more than a handful of different types,

mainly due to the fact that they would sometimes find an object they wanted but, when they

released their thumb and pinkie finger, the next object in the list would appear due to extra

hand movement. Also they found it difficult to know how far they had to move their hand6

to have another object appear. These problems are probably due to the implementation of

the technique and not the technique itself. They present an important area for future work

(see Chapter 9).

5This center is where the TAN VR-CUBE is located.
6In this case, haptics would be a viable solution.
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Figure 7.8: A user deletes a chair by throwing it over his shoulder.

A few users, mostly from industry, commented that, with further refinement and ex-

tensions such as a larger database and more realism and detail, Room Designer could have

commercial utility. It could be used in furniture show rooms so customers could plan out

furniture arrangements in representations of their own homes. By having the ability to try

out different designs, show room customers would be confident in their furniture selections

because they would see the arrangements as if the furniture was physically in their home.

In addition, the Room Designer application could be a very useful tool in estimating the

costs of putting furniture and interior decorations into various architectural spaces.

Finally, only a few users commented on the speech recognition which indicates that

the “invisible” push-to-talk worked well. Of the few comments that were made, most of

them were in regards to simple misrecognitions. In general, our push-to-talk approach was

able to solve the external noise problem since the user operating the system could talk

freely to collaborators without having the application recognize utterances. Although the

push-to-talk interface worked well while not increasing the cognitive load of the user, there

were still some problems that occurred. The push-to-talk interface alleviates problems with

external noise when the push part of the interface is not in the active state. However,

when in the active state, the application is susceptible to the same external noises that a

non-push-to-talk interface is. Even through the push-to-talk interface filters out about 90%

of the external noise, the remaining 10% can still be problematic. This 10% represents an
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important area for future work.



Chapter 8

Interface Guidelines and

Interaction Techniques

Based on the research described in the previous chapters, we summarize the interface guide-

lines and interaction techniques that have been developed for whole-hand and speech input

in VEs.

8.1 Interface Guidelines

This section presents a list of interface guidelines which pertain to whole-hand and speech

input in isolation and when used in multimodal interfaces. Each guideline has corresponding

references back to the previous text showing where they were derived.

• Combining topological and geometrical hand data (i.e. Flex and Pinch Input) provides

a number of advantages to designing and developing virtual environment interaction

techniques which include the ability to quickly prototype different hand postures and

gestures, providing a simple starting and stopping mechanism for them, and helping

to simplify posture and gesture recognition algorithms (see Section 2.5).

• Using the backside of a finger when wearing Pinch Gloves allows for the implementa-

tion of simple digital sliders which can be used for increasing or decreasing parameters

by constant factors (see page 45).

• With current speech recognition technology and work environments a push-to-talk

interface is essential and, in order to minimize cognitive load, it is important to embed

the push part of the push-to-talk interface into existing interaction techniques if at all

60



61

possible. “Invisible” push-to-talk interaction does not increase cognitive load of the

user and helps to filter out the majority of external noise (see pages 20-21 and Section

7.2.2).

• When designing speech commands for a VE application try to provide as many options

for issuing a single command as possible since it gives the user more choices in the way

they spontaneously utter commands. In other words, design a complete vocabulary

for the task at hand (see Section 5.2.5 and pages 42 and 54).

• Although redundancy as a combination style1 in multimodal interfaces is important

and useful, other combination styles such as complementarity, equivalence, concur-

rency, and specialization should not be overlooked because they provide many advan-

tages in VE interface design (see Sections 6.1 and 7.2).

• Using whole-hand and speech input in a complementary fashion simplifies both user

interaction and interaction technique development because one modality does not

have to account for the whole interaction in the former and the implementation can

be simplified in the latter (see Sections 5.2.6, 6.1.3, and 7.2.2).

• As stated in [104], providing the user with more than one modality to issue a single

command, as the multimodal equivalence combination style suggests, gives the user

freedom to chose how to interact with the application (see Section 4.1).

• When both hands are occupied with a given interaction, speech input provides a

natural concurrent mechanism for issuing commands to the application without having

users stop what they are doing (see Section 6.1.4).

• The “show and ask” interaction metaphor, similar to “put that there” [13], provides

users with a natural method of instantiating objects in a virtual environment because

they simply have to “ask” for what object they want and “show” the application

where to put it in the course of a simultaneous interaction (see sections 6.2 and 7.2.2).

• For many virtual environment applications, only grabbing, pinching, and pointing

hand gestures are needed when a speech input component is present in the interface

(see Chapters 6 and 7).

1Chapter 4 describes the different multimodal combination styles in detail.
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8.2 Summary of Interaction Techniques

This section presents a summary of the interface techniques that were developed or aug-

mented in this work. As in the previous section, references back to the text are provided so

the reader can go back and get more detail.

• Using Flex and Pinch input, we augmented the image plane object selection techniques

by allowing users to start and stop the interaction with the primary hand; giving them

a choice of where to place the cloth contacts (see Section 2.5).

• When using bend-sensing gloves as analog sliders, Flex and Pinch input allows users

to stop and start the slider easily and place the cloth contacts for doing so where they

are most comfortable (see Section 2.5).

• The hand palette technique lets users quickly navigate around a dataset of interest

(see Section 6.1.1) This technique could be extended to other types of interaction such

as object creation and parameter adjustment.

• Depending on hand orientation, we can have specify up to three different commands

using the same hand gesture. For example, using a thumb to index finger pinch allows

users to either translate or rotate an object in the VE based on the orientation of the

hand (see Section 6.1.2).

• The “show and ask” interaction technique allows users to “ask” the computer for a

particular object and “show” the computer in what hand it is supposed to go (see

Section 6.1.3).

• When using Pinch Gloves and hand trackers, we can create digital sliders used in

parameter adjustment (see Section 6.1.3).

• The “point, speak, and cycle” interaction technique lets users “point” to where they

want to place an object, “speak” for the type of object, and then “cycle” through a

menu of choices by moving a hand across their body (see Section 7.2.2).



Chapter 9

Conclusions and Future Work

In this thesis, we have investigated the use of whole-hand and speech input in virtual

environments by exploring the issues and methods of using them both in isolation and in

combination forming multimodal interfaces. By identifying the problems and research issues

in these areas, a number of solutions and interface guidelines have been established.

We developed Flex and Pinch, an input system based on seamlessly combining geomet-

rical and topological hand data which has led to the improvement of a number of interaction

techniques including the image plane object selection techniques [111]. We also examined the

problems with using speech input technology in VEs, presented solutions to these problems,

and analyzed the tradeoffs between them. In addition, we discussed the various multimodal

combination styles such as redundancy, equivalence, and transfer, examined how they can

be used in VEs, and presented some of the many advantages of using multimodal interfaces.

A software framework was also developed on top of the Jot interface library [46, 80] which

provided a tool for creating two application prototypes, one running on a rear-projected desk

display and one running in a TAN VR-CUBE, a Cave-like display device. These prototypes

(MSVT and Room Designer) provided a means for testing, evaluating, and refining our

solutions, interaction techniques, and interface guidelines.

Although the work presented in this thesis has formulated some solutions to a handful

of interface problems involving whole-hand and speech input, there remains a large amount

of work that needs to be done in whole-hand input, speech recognition technology, and

multimodal interfaces in the context of virtual environments.

A number of problems exist with Flex and Pinch input that need to be addressed.

Specifically, the hardware prototype is rather difficult and time consuming to put on and

is rather fragile. As a result, a better design and implementation of the worn device is
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required. The techniques that have been developed using Flex and Pinch also need to be

rigorously evaluated.

Problems still exist with speech recognition technology and an important area that needs

to be addressed is getting the computer to know when a human is speaking to it and when

a human is not. This issue is probably the single most important problem that needs to be

solved in order to have truly robust speech input. Quantifying what users will tolerate in

terms of latency and accuracy is also an interesting area of research because it lets us know

where we need to be to make speech recognition engines good enough for everyday use.

As stated previously, redundancy is an important multimodal combination style yet the

focus of this work was on the others presented in Chapter 4. As a result, an area that

needs to be addressed is incorporating redundancy in the software framework and in our

applications. Another interesting area of work is to quantitatively determine what types of

combination styles users prefer and under what conditions they prefer them.

Finally, since MSVT and Room Designer are only prototypes, a large amount of work

remains to make these applications rich and robust virtual environment applications. With

MSVT, more visualization tools need to be added along with a push-to-talk mechanism that

is similar to the one found in Room Designer. Also, user studies need to be conducted to

determine whether scientific visualization in a virtual environment is actually better than

with other mediums. The pivotal question here is can an application like MSVT actually

help scientists do better science.

With Room Designer, a lot of work needs to be done in order to make the application

more realistic in terms of having the architectural spaces and the furniture look better by

adding textures, for example. The furniture database also need to be expanded so user’s

have more of a variety in what they can choose to place in the environment. Increasing the

database size also has implications towards the instantiation of objects. Hand cycling only

works well for a handful of objects so new techniques will have to be developed to handle

large quantities of furniture types1. Issues with vocabulary will also have to be looked at

since an experienced interior designer may have the vocabulary to name all the different

furniture types allowing for an increased and more complicated speech command set. In

contrast, a novice to interior design would not have such a rich vocabulary thus requiring a

different method for creating the many different types of furniture that are possible.

1Extensions to the various types of marking menus maybe appropriate for this task.



Appendix A

Introduction to Hand Posture and

Gesture Recogition

This appendix provides an introduction to the concepts and criteria used in describing hand

postures and gestures. It acts as a starting point for Appendices B and C, a culmination

of two years of research in whole hand input, which surveys the technology and techniques

associated with hand posture and gesture recognition. The work surveys a majority of

the problems and issues relevant to using hand postures and gestures in user interfaces,

consolidating existing information in the field and organizing it in a clear and efficient

manner. It also gives a critical review of the information presented so as to point out the

general advantages and disadvantages of the various recognition techniques and systems.

Appendix B discusses the various aspects of hand posture and gesture recognition technology

by discussing a number of current glove-based input devices and aspects of vision-based

recognition systems. Appendix C describes the various feature extraction and classification

algorithms used in hand posture and gesture recognition, and discusses the advantages and

disadvantages of each. Note that unabridged versions of these appendices can be found in

[78, 79].

Hand posture and gesture recognition can be conceptually regarded as a pipeline of

processing stages. At the beginning is the physical world, the actual positions and motions

of the user’s hand. Some kind of hardware interface is then used to transduce this infor-

mation into a form usable by the computer, and features are extracted for later processing.

There may be multiple feature extraction stages, and the hardware itself may perform some

element of feature extraction, such as reporting joint bend angles. The features are then

passed to a classifier which does the actual recognition itself, determining which posture or
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gesture the user is actually making. Finally, the results of this classification are used by an

application of some kind. In our conception, the distinction between feature extractors and

classifiers is that classifiers necessarily produce a discrete, one-dimensional output (which

gesture or posture has been recognized, possibly annotated with confidence information or

the like), while feature extractors generally produce multidimensional output. Thus, mul-

tiple classifiers in parallel could be used as a feature extractor if their output was collected

together and processed by a later stage. As it turns out, however, in actual practice so far

the division has been sharp, and we are not aware of any algorithm having been used both

as producing the final output to the application and as producing input to a later processing

stage.

Although hand postures and gestures are often considered identical, there is a distinction

to be made between them: a gesture incorporates motion while a posture does not. For

example, making a fist and holding it in a certain position is considered a posture. According

to Sturman [133], the majority of useful postures have each of the finger joints either fully

extended or fully flexed. Therefore, with a simple posture, each finger is either fully extended

or flexed but not in between; examples include the fist and pointing. With a complex posture,

the fingers can be at positions other than full flexion or full extension. Complex postures

include various forms of pinching, the “okay” sign and many of the postures used in finger

spelling [99].

A gesture is a dynamic movement, such as waving good-bye. Certain gestures involve

significantly fewer active degrees of freedom than others and can therefore be simpler to

recognize. We distinguish two types of gestures based on this: simple gestures involve

changes in no more than six degrees of freedom, while complex gestures can involve more

complicated motions. Thus, holding a posture while moving the hand (changing only its

position and orientation) would be considered a simple gesture, as would moving the index

finger back and forth to beckon someone closer. In contrast, many of the signs in American

Sign Language involve more complex finger and wrist movements involving more degrees of

freedom and would be considered complex gestures.

An important criterion in evaluating these kinds of interfaces is the number of postures

and gestures that a given recognition system or algorithmic technique can recognize. Based

on the visually apparent clustering of existing systems shown in Figure C.1, we consider 1 to

20 postures and gestures as a small set, 20 to 40 as medium-sized, and anything over 40 as

a large set. Another important criterion is accuracy. Unfortunately, accuracy is difficult to

define in terms of either correctly or incorrectly recognizing a particular posture or gesture.

Important considerations when dealing with accuracy issues are false positive recognition,
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false negative recognition, and replacement recognition. False positive recognition, also

known as an insertion error, is when a system recognizes a posture or gesture when one is

not present (generally only applicable to continuous recognition systems). False negative

recognition, also known as a deletion error, is when a system does not recognize a particular

posture or gesture when one is present. Replacement recognition occurs when a system

recognizes a particular posture or gesture as a different one. Since the relative consequences

associated with these different errors can vary with the application, all three types of errors

should be reported as part of an accuracy metric. Unfortunately, only Starner [129] and

Birk and Moeslund [12] report that they have done so.



Appendix B

Hand Posture and Gesture

Recognition Technology

This appendix discusses the requirements for hand posture and gesture recognition. It

describes the two main solutions for collecting the required data to perform recognition, the

glove-based solution and the camera- or vision-based solution, and looks at the advantages

and disadvantages of each.

B.1 Data Collection for Hand Postures and Gestures

The first step in using hand posture and gestures in computer applications is gathering

raw data. This raw data is then analyzed by using various recognition algorithms (see

Appendix C) to extract meaning or context from the data in order to perform tasks in the

application. Raw data is collected in two ways. The first is to use input devices worn by

the user. This setup usually consists of one or two instrumented gloves that measure the

various joint angles of the hand and a six degree of freedom (6 DOF) tracking device that

gathers hand position and orientation data. The second way to collect raw hand data is

to use a computer-vision-based approach by which one or more cameras collect images of

the user’s hands. The cameras grab an arbitrary number of images per second and send

them to image processing routines to perform posture and gesture recognition as well as

3D triangulation to find the hands’ position in space. In addition, the combination of the

previous two methods in a hybrid approach can be used to collect raw data with the hope

of achieving a more accurate level of recognition by using the two data streams to reduce

each other’s error. Very little work has been done on hybrid tracking for hand posture
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and gesture recognition, but this type of tracking has been successful in augmented reality

systems like Auer [6] and State [130], and could well be applied to hand posture and gesture

recognition.

B.2 Data Collection Using Trackers and Instrumented Gloves

Raw data collection using instrumented gloves and trackers requires users to physically

attach computer input devices to their hands. The instrumented gloves report data values

for the movement of the fingers. The trackers are attached to the back of the hand or the

upper wrist, depending on the type of glove worn, and give back data on the position and

orientation of the hand as a whole in 3D space.

B.2.1 Tracking Devices

A number of different tracking technologies are available to track hand position and orien-

tation. This survey touches on the most common; for a detailed discussion see Youngblut’s

[153] review of virtual environment interface technology, Encarnação’s [40] survey on input

technology or Mulder’s [97] survey on human movement technology. These three papers

present a very thorough analysis of over 25 different tracking devices on the market today.

Three non-vision-based methods for tracking hand position and orientation are mag-

netic, acoustic, and inertial tracking. With magnetic tracking, a transmitting device emits a

low-frequency magnetic field from which a small sensor, the receiver, determines its position

and orientation relative to a magnetic source. The advantages of these types of systems are

that they have good range, anywhere from fifteen to thirty feet away, are generally accurate

to within 0.1 inches in position and 0.1 degrees in orientation, and are moderately priced

[5, 112]. Their main disadvantage is that any ferromagnetic or conductive objects present

in the room with the transmitter will distort the magnetic field reducing the accuracy. The

distortion can be handled with filtering algorithms, but doing so introduces a more com-

plex computational component which might increase latency. The two most commonly used

magnetic trackers today are from Polhemus and Ascension Technology Corporation.

Acoustic tracking systems or ultrasonic tracking uses high-frequency sound emitted from

a source component that is placed on the hand or area to be tracked. Microphones placed

in the environment receive ultrasonic pings from the source components to determine their

location and orientation [131]. In most cases, the microphones are placed in a triangular

array and this region determines the area of tracked space. The advantages of acoustic

tracking systems are that they are relatively inexpensive and lightweight. However, these
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devices have a short range and their accuracy suffers if acoustically reflective surfaces are

present in the room. Another disadvantage of acoustic tracking is that external noises such

as jingling keys or a ringing phone can cause interference in the tracking signal and thus

significantly reduce accuracy. Logitech’s acoustic tracking systems seem to be the most

commonly used; however, some newer companies like Freepoint 3D have entered this field

[40]. Acoustic tracking has also been incorporated into some glove-based devices such as the

Mattel Power Glove [131] and VPL’s Z-Glove [155], discussed in further detail in Section

B.2.2.

Finally, inertial tracking systems use a variety of inertial measurement devices such as

gyroscopes, servo-accelerometers, and even micromachined quartz tuning forks that sense

angular velocity using the Coriolis principle [40]. The advantages of an inertial tracking

system is speed, accuracy and range, but the major problems with these systems are that

they usually only track three degrees of freedom (either position or orientation data) and

they suffer from gyroscopic drift. The most commonly used inertial tracking systems are

InterSense’s IS-300 and IS-600. The IS-300 measures only orientation data but uses gravito-

meter and compass measurements to prevent accumulation of gyroscopic drift and employs

a motion prediction mechanism that predicts motion up to 50 milliseconds in the future.

The IS-600 tracks both position and orientation using a hybrid approach with the inertial

component tracking orientation data and an ultrasonic component tracking position data

[62].

A common problem with these tracking devices is that they do not have perfect accuracy.

A promising way of achieving greater accuracy is to use prediction/correction techniques

to filter the position and orientation data. One of the most widely used filtering techniques

is the Kalman filter, a recursive mathematical procedure that uses the predictor/corrector

mechanism for least-squares estimation for linear systems. Welch and Bishop [147] and

Maybeck [93] both provide detailed discussions and mathematical derivations of the Kalman

filter for the interested reader. Kalman filtering can be applied to tracking devices, vision

tracking [9], and hybrid tracking systems as well [146].

B.2.2 Instrumented Gloves

Instrumented gloves measure finger movement through various kinds of sensor technology1.

These sensors are embedded in a glove or placed on it, usually on the back of the hand.

1The exception to this definition is the Fakespace Pinch Glove and the proximity sensors on the Digital
Data Entry Glove. Instead of measuring finger movement, they detect electrical contact made when the
fingertips touch.



71

Glove-based input devices can be broadly divided into those gloves that are available in the

marketplace today and those that are not, either because their respective companies have

gone out of business or because they were never developed commercially. Both Sturman

[133] and Kadous [65] discuss both categories of gloves, but their surveys are now out of date.

Encarnação [40] and Youngblut’s [153] discussions of glove input devices deal specifically

with those currently available from commercial vendors. The present survey gives both a

historical perspective on these devices by describing those gloves that are no longer available

and a practical guide to those gloves that are on the market today.

Historical Perspectives One of the first instrumented gloves described in the literature

was the ‘Sayre Glove’ developed by Thomas Defanti and Daniel Sandin in a 1977 project for

the National Endowment of the Arts [34]. This glove used light-based sensors with flexible

tubes with a light source at one end and a photocell at the other. As the fingers were

bent, the amount of light that hit the photocells varied thus providing a measure of finger

flexion. The glove could measure the metacarpophalangeal joints of the four fingers and

thumb along with the proximal interphalangeal joints of the index and middle fingers, for a

total of 7 DOF (Figure B.1 shows a diagram of the joints of the hand). It was designed for

multidimensional control of sliders and other 2D widgets and did not have the sophistication

or accuracy needed for hand posture or gesture recognition.

DIP – Distal Interphalangeal Joints
1 DOF each

PIP – Proximal Interphalangeal Joints
1 DOF each

MCP – Metacarpophalangeal Joints
2 DOF each

Phalanges

Proximal

Middle

Distal







Radius

Metacarpals

Carpals

Ulna

1

2

3

4

5

Metacarpocarpal Joints
1 DOF each on digits 4 & 5

Thumb IP Joint
1 DOF

Thumb MP joint
1 DOF

Trapeziometacarpal Joint
3 DOF

Figure B.1: The 17 joints in the hand and the associated 23 degrees of freedom (from
Sturman [133]).

The Digital Data Entry Glove, designed by Gary Grimes at Bell Telephone Laboratories

in 1981, was invented specifically for performing manual data entry using the Single-Hand
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Manual Alphabet [54]. It used touch or proximity sensors, “knuckle-bend sensors”, tilt

sensors, and inertial sensors to replace a traditional keyboard. The touch or proximity

sensors determined whether the user’s thumb was touching another part of the hand or

fingers. They were made of silver-filled conductive rubber pads that sent an electrical

signal when they made contact. The four knuckle-bend sensors measured the flexion of

the joints in the thumb, index finger, and pinkie finger. The two tilt sensors measured

the tilt of the hand in the horizontal plane, and the two inertial sensors measured the

twisting of the forearm and the flexing of the wrist. The drawback of this glove was that

it was developed for a specific task and the recognition of hand signs was done strictly in

hardware. Therefore, it was not generic enough to perform robust hand posture or gesture

recognition in any application other than entry of ASCII characters.

The DataGlove and Z-Glove, developed by VPL Research, were first presented at the Hu-

man Factors in Computing Systems and Graphics Interface conference in 1987 [155]. Both

gloves were designed to be general-purpose interface devices for applications that required

direct object manipulation with the hand, finger spelling, evaluation of hand impairment,

and the like. Both gloves came equipped with five to fifteen sensors (usually ten) that

measured the flexion of both the metacarpophalangeal joints and proximal interphalangeal

joints of the four fingers and thumb for a total of 10 DOF. In some cases abduction sensors

were used to measure angles between adjacent fingers. Both gloves used optical goniometer

sensor technology patented by Zimmerman in 1985. These sensors were made up of flexible

tubes with a reflective interior wall, a light source at one end and a photosensitive detector

at the other that detected both direct light rays and reflected light rays. Depending on

the bending of the tubes, the detector would change its electrical resistance as a function

of light intensity [156]. The gloves also provided tactile feedback by putting piezoceramic

benders underneath each finger which produced a tingling or numbing sensation. The main

difference between the DataGlove and the Z-Glove was the position and orientation mecha-

nisms used with each. A traditional magnetic tracking system was used with the DataGlove,

while the Z-Glove had an embedded ultrasonic tracking system that placed two ultrasonic

transducers on opposite sides of the metacarpals to measure the roll and yaw of the hand.

Generally the Z-Glove was much more limited in application and as a result was less costly.

The DataGlove and Z-Glove were designed as general-purpose interface devices. How-

ever, their lack of accuracy limited their utility: formal testing revealed the accuracy of the

sensors as no better than five to ten degrees of joint rotation [152]. The gloves could have

been used for simple posture recognition and object manipulation, but they were generally

not accurate enough for complex posture or gesture recognition.
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The Dexterous HandMaster (DHM), first developed in 1987 was an exoskeleton that fit

over the hand. Initially it was used as a master controller for the Utah/MIT Dexterous

Hand, a four-digit robot hand [88]. A second version of the device later developed and

marketed by Marcus [133] used a total of 20 Hall-Effect sensors as potentiometers that

measured the flexion of all three joints in each finger, abduction/adduction between each

finger, and four degrees of freedom for the thumb. These sensors were sampled at 200 Hz

with eight bit accuracy. It was very accurate2, with a 92 to 98 percent correlation between

finger position and DHM readout [85], thus it could have been used for complex posture

and gesture recognition, but it took some time to take on and off and was not suited for

rapid movements because of its instability when worn.

The Power Glove was developed in 1989 by Mattel as an input device for Nintendo

games and, when suitably reverse-engineered for a computer’s serial port [39], became a low-

cost alternative for researchers in virtual reality and hand posture and gesture recognition

[65, 109]. The glove used resistive ink sensors that measured the overall flexion of the

thumb, index, middle, and ring fingers for a total of four DOF. It also used ultrasonic

tracking to track the hand’s x, y, and z position and roll orientation of the wrist relative

to a companion unit attached to the display. Because the finger sensors used two bits of

precision, the Power Glove was not very accurate and useful only for a small set of simple

hand postures and gestures; its big advantage was its extremely low cost.

Finally, the Space Glove, developed by W Industries in 1991, was unique in that the

user placed his fingers and thumb through plastic rings that sat between the proximal

interphalangeals and the metacarpophalangeal joints. The glove used sensors with twelve bit

analog-to-digital converters that measured the flexion of the metacarpophalangeal joints and

the interphalangeal joint of the thumb for a total of six DOF [131]. According to Sturman’s

personal experience [133], the Space Glove was fairly responsive but uncomfortable to wear

due to the inflexibility of the plastic rings around the fingers. The glove worked only with

W Industries products and, as a result, little if any work has been done with it.

Current Glove-Based Input Devices One of the least expensive gloves on the market

today is the 5DT Data Glove (see Figure B.2) developed by Fifth Dimension Technologies.

This glove uses five fiber optic sensors to measure the overall flexion of each of the four

fingers and the thumb; according to the specifications [45], these sensors can be sampled at

200 Hz with eight bits of precision. In addition, the glove uses two tilt sensors to measure

the pitch and roll of the hand. The device is currently priced at $495 for a right-handed
2The device was designed mainly for clinical analysis of hand impairment and robot control.
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glove and $535 for a left-handed glove. Since this glove senses only the average flexion of

the four fingers and the thumb, it is not suited for complex gesture or posture recognition.

However, it does perform well enough for simple postures, such as pointing or making a fist,

and is the supported device for General Reality Company’s GloveGRASP software toolkit

for hand posture recognition [52].

Figure B.2: The 5DT Data Glove developed by Fifth Dimension Technologies. The glove
measures seven DOF (from Fifth Dimension Technologies [45]).

Figure B.3: Nissho Electronic’s SuperGlove input device worn by the author. This glove
has a minimum of 10 bend sensors and a maximum of 16.

The SuperGlove (see Figure B.3), developed by Nissho Electronics, has a minimum of 10

and a maximum of 16 bend sensors that use a special resistive ink applied to flexible boards

sewn into the glove [103]. With its minimal and standard configuration, the SuperGlove
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measures flexion of both the metacarpophalangeal and proximal interphalangeal joints for

all four fingers and the thumb. The glove comes in two different sizes and is available for

both the left and right hand. A unique feature of this device is its embedded calibration

procedure: three buttons on the control unit can collect data for three distinct postures to

allow hardware calibration. The standard version of the SuperGlove is currently priced at

around $5000. A wireless option is also available which increases the price to over $20,000;

there are currently no distributors that sell the device in the United States.

From the first author’s personal experience, the SuperGlove is adequate for simple pos-

ture recognition. The glove’s hardware-based calibration mechanism is important and does

not have to be used often, but it does not remove the need for software calibration. The glove

is fairly accurate but not suited for complex gesture recognition. Unfortunately, no formal

studies have been performed on the accuracy of the SuperGlove and it is not commonly

discussed in the literature.

Figure B.4: Fakespace’s Pinch Glove input devices worn by the author. The gloves have
electrical contact points that allow users to make “pinch” postures that can be then mapped
to a variety of tasks.

Pinch Gloves (see Figure B.4) take a different approach to posture recognition [42].

These gloves, originally called Chord Gloves, were prototyped by Mapes at the University

of Central Florida [87]; the technology was bought by Fakespace Inc. and now the gloves are

sold commercially under the Pinch Glove name. Instead of using bend sensor technology to

record joint angles, Pinch Gloves have electrical contacts (similar to the Digital Data Entry
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Glove’s proximity sensors) on the inside of the tips of the four fingers and the thumb. Users

can make a variety of postures by completing a conductive path when two or more of the

electrical contacts meet. According to Encarnação [40], over 1000 postures are theoretically

possible. Usually two gloves are worn to maximize the number of postures available; they

are sold in pairs and are priced at $2000/pair.

The Pinch Glove system is excellent for restricted posture recognition because no elabo-

rate posture recognition techniques are required (see Appendix C). The electrical contacts

on the gloves make it easy to map postures to a variety of tasks. Since the gloves have a

mount for a spatial tracking device such as a Polhemus, simple gestures can also be recog-

nized. The drawbacks of these gloves arise from the fact that they do not use bend sensor

technology. It is very difficult to provide a virtual representation of the user’s hands, and

such a representation is often considered important in virtual environments, although Multi-

gen’s SmartScene has gotten around this by using simple 3D cursors like spheres instead

of a virtual hand [98]. Another drawback of Pinch Gloves is that the types of postures are

limited since electrical contacts must be touching before a posture can be recognized. If the

user makes a posture in which none of the electrical contacts create a conductive path, the

posture goes unrecognized. This type of problem does not occur with a bend-sensor-based

glove.

The final glove-based input device discussed here is Virtual Technologies’ CyberGlove

(see Figure B.6), originally developed by Kramer in his work on The “Talking Glove” [71].

Using his patented strain gauge bend sensor technology [70], he started Virtual Technolo-

gies and now sells the glove commercially. The CyberGlove can be equipped with either 18

or 22 bend sensors. With 18 sensors, the CyberGlove measures the flexion of the proximal

interphalangeal and the metacarpophalangeal joints of the four fingers and the thumb, the

abduction/adduction angles between the fingers, radial and palmer abduction, wrist roll,

and wrist pitch [142] (Figure B.5 illustrates the various motions the hand can make). The

additional four sensors in the 22 sensor model measure the flexion of the distal interpha-

langeal joints in the four fingers. With a six DOF tracker and the 22 sensor model, 28

degrees of freedom of the hand can be realized.

An interesting feature of the CyberGlove’s interface unit is that it digitizes the voltage

output of each sensor and then modifies the value using a linear calibration function. This

function uses gain and offset values to represent the slope and y-intercept of the linear

equation. This equation allows software calibration of the glove and thus makes it more

robust for a variety of hand sizes.

The author’s personal experience and an evaluation by Kessler et al. [67] suggest the
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Figure B.5: The various motions that the hand and fingers can make using its 23 degrees
of freedom (from Sturman [133]).

CyberGlove is accurate to within one degree of flexion. It works well for both simple and

complex posture and gesture recognition (Wexelblat [149] and Fels [44] verify this claim).

The only negative in regard to the CyberGlove is its price; the 18-sensor model is available

for $9800 and the 22-sensor model for $14,500. But even though the glove is expensive, it is
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Figure B.6: Virtual Technologies’ CyberGlove, worn by the author, which can be equipped
with 18 or 22 bend sensors.

the best available glove-based technology for accurate and robust hand posture and gesture

recognition.

B.3 Vision-Based Technology

One of the main difficulties in using glove-based input devices to collect raw posture and

gesture recognition data is the fact the gloves must be worn by the user and attached to the

computer. In many cases, users do not want to wear tracking devices and computer-bound

gloves since they can restrict freedom of movement and take considerably longer to set up

than traditional interaction methods. As a result, there has been quite a bit of research

into using computer vision to track human movement and extract raw data for posture and

gesture recognition.

A vision-based solution to collecting data for hand posture and gesture recognition re-

quires four equally important considerations. The first is the type, placement, and number

of the vision device or devices used. Although almost all of the research in vision-based

posture and gesture recognition has been conducted using video cameras, other devices such

as the Motion Processor [138] and structured light [119] could potentially be used3. The

Motion Processor illuminates the tracked object with infrared light sources and simulta-

neously detects these lights with an area image sensor while structured light uses a video

camera and projector to track objects. Placing the camera is critical because the visibility

3Both of these methods can extract depth information without the using multiple cameras.
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of the hand or hands being tracked must be maximized for robust recognition. Visibility

is important because of the many occlusion problems present in vision-based tracking (see

section B.4). The number of cameras used for tracking is another important issue. In gen-

eral, one camera is used to collect recognition data, and it has been shown by Starner [128]

and Martin [91] that one is effective and accurate in recognizing hand posture and gestures.

When depth or stereo information is required for tracking hand movement, usually two or

more cameras are needed. Although using more than one camera adds complications due

to the algorithmic complexity of dealing with more than one image stream, they do provide

more visibility and are critical in virtual environment applications which usually require

depth information. Kuno [74] and Utsumi [139] use multiple vision devices effectively in the

context of 3D object manipulation and 3D scene creation, respectively. Also, Rehag and

Kanade [120] have shown that 27 DOF of the hand can be recovered by using two cameras.

The second consideration in a vision-based solution for hand posture and gesture recog-

nition is to make the hands more visible to the camera for simpler extraction of hand data.

One of the first ways of doing this was to place LEDs (light emitting diodes) on various

points on the hand [131]. These LEDs let the camera quickly pick up feature points on the

hand to aid recognition. A more common method in the literature is to simply use colored

gloves. Starner [129], Davis [33], and Kuno [74] have all shown that using solid colored

gloves allows faster hand silhouette extraction than simply wearing no gloves at all, but

using such gloves makes it difficult to recognize finger movement and bending. In order

to achieve fast silhouette extraction and track finger joint movement, Dorner developed a

complex encoding scheme using sets of colored rings around the finger joints instead of solid

colored gloves [36].

Even though colored gloves are wireless and simple to wear, the ideal situation for vision-

based hand tracking is to track the hand with no gloves at all. Tracking a gloveless hand

presents some interesting difficulties, among them skin color and background environment

issues. In many cases, a solid colored screen is placed behind the user so that the natural

color of the hands can be found and features extracted. One of the best vision systems

for tracking the naked hand was Krueger’s VIDEODESK system [73], although it required

complex image-processing hardware. He was able to track hand silhouettes in order to

create simple 2D and 3D shapes. Utsumi also tracked the naked hand in his 3D scene

creation system [139].

The third consideration when using a vision-based solution for hand gesture and posture

recognition is the extraction of features from the stream or streams of raw image data; the

fourth consideration is how to apply recognition algorithms to these extracted features.
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Both these considerations are discussed in Appendix C .

B.4 Advantages and Disadvantages of Glove- and Vision-

Based Data Collection Systems

We can now examine the advantages and disadvantages of glove-based and vision-based

technology for hand posture and gesture recognition. Kadous [65] and Sturman [133] have

also discussed these issues to varying extents.

Hardware Cost

Even though glove-based technology has come down in price (under $500 for the 5DT

Glove), the cost of robust and complex posture and gesture recognition is going to be high

if a glove-based solution is used. The cost of a tracking device and a robust glove is in the

thousands of dollars. On the other hand, a vision-based solution is relatively inexpensive,

especially since modern-day workstations are often equipped with cameras.

User Comfort

With a glove-based solution, the user must wear a tracking device and glove that are con-

nected to a computer. Putting these devices on takes time, can be quite cumbersome, and

can limit one’s range of motion. With a vision-based solution, the user may have to wear

a glove, but the glove will be extremely lightweight, easy to put on, and not connected to

the computer. Applications in which no gloves are used, give the user complete freedom of

motion and provides a cleaner way to interact and perform posture and gesture recognition.

Computing Power

Depending on the algorithms used, both glove-based and vision-based solutions can require

significant computing power. However, in general, the vision-based approach takes more

computing power due to the image processing necessary. Glove-based solutions have a slight

advantage over vision-based solutions in that the data the gloves send to the computer can

easily be transformed into records that are suitable for recognition. However, with faster

computers, computational power should not be an issue.
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Hand Size

Human hands vary in shape and size. This is a significant problem with glove-based solu-

tions: some users cannot wear these input devices because their hands are too big or too

small. This problem is not an issue with vision-based solutions.

Hand Anatomy

Glove-based input devices may not always fit well enough to prevent their position sensors

from moving relative to the joints the sensors are trying to measure. This problem reduces

recognition accuracy after extended periods of use and forces users to recalibrate the devices

which can be a nuisance. This problem also is not an issue with vision-based solutions.

Calibration

Calibration is important in both vision- and glove-based solutions but, due to the anatomy

of the hand, it is more critical with glove-based solutions. In general, a calibration procedure

or step is required for every user and, in some cases, every time a user wants to run the

system. In some vision-based solutions, however, a general calibration step can be used for

a wide variety of users.

Portability

In many applications, especially gesture to speech systems, freedom from being tied down to

a workstation is important. With glove-based solutions, this freedom is generally available

as long as hand tracking is not involved, since these input devices can be plugged right into

a laptop computer. Vision-based solutions were originally quite difficult to use in a mobile

environment due to camera placement issues and computing power requirements. However,

with the advent of wearable computing [86] and powerful laptops with built-in cameras,

mobile vision-based solutions are becoming more practical.

Noise

In glove-based solutions where hand tracking is required, some type of noise is bound to be

associated with the data (it can come from a variety of sources depending on the tracking

technology used). Filtering algorithms are therefore necessary to reduce noise and jitter.

In some cases this can get computationally expensive when predictive techniques such as
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Kalman filtering [147] are used. With a vision-based solution, noise can also be problematic

but it does not seem to be as severe as with glove-based solutions.

Ease of Implementation

In general, a vision-based solution requires more complex algorithms for feature extraction

and, as a result, implementation is more difficult. With glove-based solutions, feature

extraction is somewhat simpler because the raw data is easier to work with.

Resolution and Sensitivity

With the exception of one study [67] which only examined the CyberGlove, the only mea-

sures available for comparing the sensitivity of glove- and vision-based solutions are bits

of precision for glove-based devices and pixel resolution for vision-based solutions. Unfor-

tunately, there is no direct way to compare these two measures. A possible metric would

be to examine the smallest change in the real world that can be detected by a device; for

instance, how small a finger movement can be detected. Until such a measure gains accep-

tance, comparing the resolution of vision- and glove-based systems will remain difficult.

Occlusion

Occlusion represents a major problem in vision-based solutions since, in many cases, the

camera will not be able to pick up information about parts of the hand that are occluded

by other parts. For example, it is difficult to extract information from all of the fingers

when the hand is oriented in certain ways. Multiple cameras can often alleviate some of the

occlusion but this increases algorithmic complexity. Occlusion is the biggest disadvantage

for using vision-based solutions; for glove-based solutions it’s a nonissue.

Accuracy

In both vision- and glove-based solutions for hand posture and gesture recognition, accuracy

is one of the most critical components to providing robust recognition. Both these solutions

provide the potential for high levels of accuracy depending on the technology and recognition

algorithms used. Accuracy also depends on the complexity and quantity of the postures

and gestures to be recognized. Obviously, the quantity of possible postures and gestures

and their complexity greatly affect accuracy no matter what raw data collection system is

used.



Appendix C

Hand Posture and Gesture

Recognition Techniques

Once the raw data has been collected from a vision- or glove-based data collection system,

it must be analyzed to determine if any postures or gestures can be recognized. In this

appendix, various algorithmic techniques for recognizing hand postures and gestures are

discussed.

The process of recognition can be generally divided into two stages: extraction of fea-

tures from the raw data, and classifying the input based on those features. We then divide

the classification algorithms into three categories: template matching, statistics, and miscel-

laneous techniques. The techniques will be discussed through a general introduction to the

technique, a look at the current literature, and an analysis of advantages and disadvantages

(see Tables C.2 and C.3 and Figure C.1 for a summary of both the feature extraction and

classification algorithms discussed in Appendix C).

C.1 Feature Extraction Techniques

In the first phase of hand posture and gesture recognition, low-level information from the

raw data is analyzed to produce higher-level semantic information which is then sent to a

classification algorithm. In general, feature extraction can be as simple as extracting bend

sensor values from a data glove or something more complicated such as creating useful

feature vectors from images. This section contains five of the most common techniques

used in hand posture and gesture recognition.

83
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ABBREVIATION TECHNIQUE

SFE Simple Feature Extraction

ASM Active Shape Models

PCA Principal Component Analysis

LFM Linear Fingertip Models

STVA Spatial Temporal Vector Analysis

CTM Classical Template Matching

IBL Instance-based Learning

LA Linguistic Approach

ABM Appearance-based Motion

HMM Hidden Markov Models

NN Neural Networks

CA Causal Analysis

Table C.1: The abbreviations for the feature extraction and classification algorithms dis-
cussed in Appendix C. They are referred to in Tables C.2 and C.3 and Figure C.1.

Vision Glove Training Previous Work

Feature Extraction

SFE No Yes Minimal Moderate

ASM Yes No None Minimal

PCA Yes Yes Moderate Moderate

LFM Yes No Minimal Minimal

STVA Yes No Minimal Minimal

Classification—Template Matching

CTM Yes Yes Minimal Extensive

IBL Yes Yes Extensive Moderate

LA Yes Yes Minimal Minimal

ABM Yes No Minimal Minimal

Classification—Statistics

HMM Yes Yes Extensive Extensive

Classification—Miscellaneous

NN Yes Yes Extensive Extensive

CA Yes No Minimal Minimal

Table C.2: A summary of the feature extraction and classification algorithms found in
Appendix C. The table shows information about whether a technique has been used in a
glove- or vision-based solution, the extent of the training required, and how much work has
been done using the technique. The key to the abbreviations is found in Table C.1.
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SFE ASM PCA LFM STVA

CTM SCP-98%(G), SSG-96%(G) – MCP-99%(V) SCP-90%(V) –

IBL LCP-80%(G) – – – SCG-94%(V)

LA SSP-50%(G) – – – –

ABM – – Applied to Body Motion – –

HMM MCP-90%(V), SCG-96%(G) – – – –

NN MCP-98%(G), SCG-96%(G) – – – –

CA – – – – –

Table C.3: A correlation between the different feature extraction techniques and the clas-
sification algorithms. Each applied entry has either one or two codes associated with it.
Each consists of 3 letters, a number, and then another letter. The first letter states what
the posture or gesture set size is, the second letter says whether the set was simple or
complex, and the third letter says whether we are dealing with postures or gestures. The
number shows the highest reported accuracy number for that particular configuration and
the last letter in parentheses states whether the configuration was done using a glove- or
vision-based solution. The key to the abbreviations is found in Table C.1.

C.1.1 Simple Feature Extraction and Analysis

Overview. Simple feature extraction derives simple mathematical quantities from the raw

data. In its most simplistic form, the data from the bend sensors in a glove-based device

and the position and orientation data from a six DOF tracker are the features extracted

from the physical world. In other cases, a simple mathematical transformation is applied

to the raw data. These types of transformations include distance metrics, velocity and

acceleration information, energy measurements, and angle information.

Details and Examples. One of the first gestural interfaces to use a feature-based system

was Rubine’s 2D single-stroke gesture recognizer [121]. Rubine extracted such features as

the cosine and sine of the initial angle of the gesture, the distance between the first and

last point, the maximum speed of the gesture, and the length and angle of the bounding

box diagonal. From these features, the system used a linear classifier1 combined with

template matching (for rejecting ambiguous gestures and outliers) to recognize gestures

that represented numbers and letters of the alphabet, among others. The system recognized

these gestures with over 97% accuracy.

This type of feature-based approach has also been applied to recognizing hand postures

and gestures. However, it is slightly more complex due to the increase in dimensions from

1A linear classifier is equivalent to the function implemented by a simple neural network with linear
activation functions (see Section C.2.3.1).



86

40

50

60

70

80

90

100

0 20 40 60 80 100

A
cc

ur
ac

y

Posture/Gesture Set Size

SFE/CTM
SFE/IBL
SFE/LA

SFE/HMM
SFE/NN

PCA/CTM
PCA/ABM
LFM/CTM
STVA/IBL

Figure C.1: A graph showing posture and gesture set sizes and accuracies for different
feature extraction-classification combinations. The key to the abbreviations is found in
Table C.1.

two to three and the increase in the amount of raw data produced by the input devices.

Sturman [133] was the first person to extend the ideas behind Rubine’s work into three

dimensions and to make possible continual analysis and recognition (instead of requiring

a starting and ending point in the gesture). Sturman used explicit formulations for each

gesture that do not require training by individual users; however, manual programmer

intervention was necessary to add new gestures. Both position data for a tracker and flex-

sensor data were kept for feature extraction. The features used were similar to Rubine’s

but also included such inherently 3D features as cross product and bounding volume.

Using the work by Rubine and Sturman, Wexelblat developed a robust hand gesture

and posture analyzer useful in a variety of applications [149]. Wexelblat’s system uses a

hierarchical structure that moves raw data from two CyberGloves and a set of trackers

through a series of layers, each layer analyzing the data to provide higher level semantic

meaning [150]. The first layer above the input devices uses entities called segmenters to

watch the raw data. The segmenters look for significant changes2 over time in the raw data

2In this case, significant changes are changes in bend angle, position and orientation data. Each segmenter
has an associated minimum, maximum, and epsilon value which is used to determine what “significant”
is.
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values. Once a significant change is found, the segmenter sends a data record consisting of

information that represents the data change to the next layer in the analyzer.

The next layer in Wexelblat’s analyzer has a set of proto-feature detectors that extract

(from the data records of one or more segmenters) information such as the extension of a

finger or curvature in the palm. This information is sent to the higher-level feature detectors,

which use the information from one or more proto-feature detectors to derive more global

features like a fist, flat hand posture or a waving gesture. The path analysis module then

takes data from all the feature detectors and puts the information into a frame to hold the

completed description of the gesture. Finally, the frames are sent to an integration module

that handles the interaction and performs temporal integration over them.

Analysis. Simple feature extraction and analysis is a robust way to recognize hand pos-

tures and gestures. It can be used not only to recognize simple hand postures and gestures

but complex ones as well. Its main drawback is that it can become computationally ex-

pensive when a large number of features are being collected, which slows down system

response time. This slowdown is extremely significant in virtual environment applications,

but should diminish with the advent of faster machines. Finally, note that Wexelblat’s

feature extraction and analysis method could be used in vision-based solutions by altering

how the features are extracted.

• Strengths

– Handles postures and gestures equally well

– Uses layered architecture to analyze postures and gestures

• Weaknesses

– Can be computationally expensive depending on how many features are extracted

– Similar postures or gestures can have similar features which makes it difficult to

distinguish between them

C.1.2 Active Shape Models

Overview. Active shape models, or “smart snakes” as they are sometimes called, are a

technique for locating a feature within a still image [30]. The features extracted, in this

case, are the edges of the hand (see Figure C.2).
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Figure C.2: The user’s hand is being tracked with an active shape model (Taken from Heap
[57]).

Details and Examples. The technique places a contour on the image that is roughly the

shape of the feature to be tracked. The contour is then manipulated by moving it iteratively

toward nearby edges that deform the contour to fit the feature. Heap and Samaria extend

this technique to extract features for recognizing hand postures and gestures using computer

vision [58]. In their system, they apply an active shape model to each frame and use the

position of the feature in that frame as an initial approximation for the next frame. They

also use a point distribution model3 [29] to find a suitable model for the tracked object

which aids in approximating the position of it in the next frame.

Analysis. Heap and Samaria’s system runs in real time (25 frames per second) and is

applicable only to vision-based solutions. The main disadvantages with this technique are

that it has not been used as input to any classification algorithms (see Section C.2) and that

currently it can track only the open hand, which would severely limit the number of hand

postures and gestures that can be recognized. Also, there is very little empirical evidence

in the literature to support its validity. Open areas of research using active shape models

include extending them to the 3D domain (i.e. using multiple cameras) so that the number

of possible postures and gestures can be increased and determining how well they work with

various classification algorithms.

• Strengths

– Allows real time recognition
3The Point Distribution model (PDM) is a shape description technique that can be used to find similar
shapes in other images.
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– Can handle both hand postures and gestures

• Weaknesses

– Tracks only the open hand

– Unclear whether 3D information can be extracted

C.1.3 Principal Component Analysis

Overview. Principal component analysis (PCA) is a statistical technique for reducing the

dimensionality of a data set in which there are many interrelated variables, while retaining

as much of the variation in the data set as possible [64]. The data set is reduced by

transforming the old data to a new set of variables (principal components) that are ordered

so that the first few variables contain most of the variation present in the original variables.

The original data set is transformed by computing the eigenvectors and eigenvalues of

the data set’s covariance matrix. The eigenvector with the highest eigenvalue holds the

highest variance, the eigenvector with the second highest eigenvalue holds the second highest

variance, and so on. If the data points corresponding to hand postures and gesture are

organized into clusters, the the use of PCA assumes these clusters are distributed along

the highest variance and, as a result, later classifications based on the extracted features

will have greater discrimination power than other axes (see Figure C.3). PCA allows for

extraction of features such as the mean and standard deviation of the principal components

or clusters of pixel values which represent posture or gesture classes.

Details and Examples. PCA was first applied in the computer vision community to

face recognition by Sirovich and Kirby [126] and later extended by Turk and Pentland

[136]. Birk et al. and Martin independently developed the first two systems using PCA to

recognize hand postures and gestures in a vision-based system [11, 91]. Birk’s system was

able to recognize 25 postures from the International Hand Alphabet, while Martin’s system

was used to interact in a virtual workspace.

Birk’s system first performs PCA on sets of training images to generate a Bayes classifier

[37] that is then used to classify postures in real time. Each set of training images can be

considered a multivariate data set: each image consists of N pixels and represents a point in

N -dimensional space. In order for PCA to work successfully, there must be little variance

in at least one direction and whatever variance exists should not be meaningful. Birk’s

recognition system works well but there is little indication that PCA compresses the data

set significantly beyond a naive approach.
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Figure C.3: The dots represent points in the data set while the solid line represents the
axis of greatest variance (first principal component). The dashed lines represent potential
classification divisions.

Another important issue when dealing with image data is that it is highly sensitive to

position, orientation, and scaling of the hand in the image. PCA cannot transform two

identical postures with different hand sizes and positions to the same point. Birk thus

normalizes each image to center the hand, rotate it so that its major axis is vertical, and

scale it to fit the gesture image.

The Bayes classifier, which is created off line using a technique similar to Turk and

Pentland’s [136] eigenfaces, is a transformation matrix containing the results of the PCA

performed on all the images in the training set. After the transformation matrix has been

calculated, the number of principal components is reduced by discarding the least important

ones. The common approach is simply to keep the principal components with the n highest

eigenvalues. However, Birk has shown that this is not effective when only a small number

of principal components are to be kept [12]. Other information such as the number of

posture classes, their mean, and their variance in the reduced data set can be used to

choose the principal components. The Bayes classifier is then used to recognize postures

from the reduced set of principal components. Since the data is assumed to have a normal

distribution, the discriminant function used in the classifier is reduced to a multivariate

normal distribution which can be further reduced to a Mahalanobis distance metric see

Section C.2.1.1). Therefore, the classifier used in this technique is simply a form of classical
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template matching4. Note that such parameters as image resolution and number of training

images are also important components of PCA in a vision-based solution and can be modified

to improve recognition results [11].

Analysis. Although principal component analysis can be used in a glove-based solution

[135], it has been used primarily in the computer vision community. It is accurate for specific

posture sets such as the International Hand Alphabet [11] but requires training by more

than one person to provide robust results. More research still needs to be done to measure

the validity of this technique and to determine whether more complex hand gestures can

be recognized accurately.

• Strengths

– Can recognize on the order of 25 to 35 postures [11, 135]

– Shows high levels of accuracy (greater than 95%) when used with template

matching

• Weaknesses

– Requires training by more than one person for accurate results and user inde-

pendence [11]

– Requires normalization to keep images consistent

C.1.4 Linear Fingertip Models

Overview. The linear fingertip model assumes that most finger movements are linear

and comprise very little rotational movement. This assumption allows for a simplified hand

model that uses only the fingertips as input data and permits a model that represents each

fingertip trajectory through space as a simple vector. In general, the features extracted

from linear fingertip models are both magnitude and direction of each fingertip.

Details and Examples. Davis and Shah use this approach in a vision-based solution

that puts a glove with brightly colored fingertips on the user’s hand [33]. The technique

first extracts fingertip positions using histogram segmentation [53] based on the knowledge

that the pixel intensity of the fingertips is known to be significantly different than the

4For a mathematical description of how a Bayes classifier can be reduced to a set of Mahalanobis distance
measurements see Birk and Moeslund [12].
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remaining regions. With this a priori knowledge, a histogram is created with the fingertip

regions corresponding to the rightmost peak. A threshold is established (after smoothing

the histogram) by finding the valley between the last two peaks. Any pixel greater than this

threshold belongs to a fingertip and pixels which are less than the threshold get discarded.

This segmentation creates a binary image where the only features are the fingertip regions.

Note that each fingertip region is represented as a centroid point for ease of calculation.

Once the fingertips regions are detected in each image, their trajectories are calculated

using motion correspondence [118] which maps points in one image to points in the next

image such that no two points are mapped onto the same point (see Rangarajan and Shah

[118] for the mathematics behind motion correspondence). The postures themselves are

modeled from a small training set by storing a motion code, the gesture name, and direc-

tion and magnitude vectors for each of the fingertips. The postures are then recognized

using classical template matching (see Section C.2.1.1) by checking if all the direction and

magnitude vectors match (within some threshold) a gesture record in the training set.

Analysis. System testing showed good recognition accuracy (greater than 90%), but the

system did not run in real time and the posture and gesture set should be expanded to

determine if the technique is robust.

• Strengths

– Simple approach

– Concerned only with starting and ending points of fingertips

– Has good recognition accuracy

• Weaknesses

– System did not run in real time5

– Recognizes only a small set of postures

– Does not take curvilinear fingertip motion into account

C.1.5 Spatio-Temporal Vector Analysis

Overview. Spatio-temporal vector analysis is used to track the boundaries of the moving

hand in a vision-based system [115]. This technique makes it possible to extract features

5With today’s computer performance, this system should run in real time.
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such as rotation invariants and normalized moments from a hand gesture which then can

be used for hand gesture interpretation and recognition.

Details and Examples. Spatio-temporal vectors are computed in three steps. First,

the images are processed to find the location of moving edges; second, an initial flow field

describing the velocities at moving edge points is computed; finally, the flow field is refined

and smoothed using a variance constraint. The location of moving edges is calculated based

on the assumption that the moving hand is the fastest moving object in the static scene.

The video image is modeled using a three-dimensional signal specifying an xy point and

time. Partial derivatives with a varying x and y are computed from this signal using Sobel

operators (a commonly used technique in image processing). The Sobel operators yield

gradient images in which the image value is a measure of pixel intensity. These images

are then combined with their corresponding time-derivative images to yield new images in

which the pixel intensity is a measure of moving-edge intensity. The edges are extracted

from these derived images by eliminating edge points whose neighbors parallel to the edge

direction do not have a maximum magnitude.

After the moving edges have been found, the vector flow field of moving edges is com-

puted. Edge velocities are calculated by first choosing dominant edge points at which to

calculate velocities. Then edge point correspondences from different edge images are found

by a correlation process called absolute difference correlation [1]. After the correlation pro-

cess is complete, the best set of vectors, those which minimize a variance function [115],

from the endpoint candidates is found. This set is calculated with a variance constraint

that represents the normalized velocity change across the image’s vector field6. The best

set of vectors is then used as input to a inductive learning algorithm (see Section C.2.1.2

on instance-based learning) to recognize the predefined hand gestures.

Analysis. Spatio-temporal vector analysis has shown to be an accurate technique for

vision-based solutions when combined with inductive learning. Quek and Zhao’s [114] sys-

tem achieves up to 94% accuracy on a small sized gesture set. However, the technique is

mathematically complex and requires a significant amount of computation in order to track

the hands and extract features.

• Strengths

– Provides unobtrusive recognition
6For details on the mathematics behind this technique see Quek [115].
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– Can recognize a small-sized set of hand postures and gestures accurately

• Weaknesses

– Requires significant computation to track the hands

– Complex mathematical implementation

C.2 Hand Posture and Gesture Classifiers

Once the features are collected, the second phase of hand posture and gesture recognition

is to find the best classification for these features. This category contains a number of

classification techniques, which we group into methods using template matching, statistical

methods, and miscellaneous methods.

C.2.1 Template Matching

One of the most common approaches to recognizing hand postures and gestures is template

matching in its various forms. In general, a template-based approach creates data records

for each posture and gesture in the set and uses them to classify new postures and gestures.

C.2.1.1 Classical Template Matching

Overview. Classical template matching is one of the simplest methods for recognizing

hand postures and has been discussed frequently, with thorough contributions by Sturman

[133] and Watson [145]. Templates can be used in both glove-based and vision-based so-

lutions; the templates are sequences of sensor values (gloves) and a static or small set of

images (computer vision). Here we discuss only glove-based template matching although it

is used in vision-based solutions as well. In general, template matching determines whether

a given data record can be classified as a member of a set of stored data records.

Details and Examples. Recognizing hand postures using template matching has two

parts. The first is to create the templates by collecting data values for each posture in the

posture set. Generally, each posture is performed a number of times and the average of

the raw data for each sensor is taken and stored as the template. The second part is to

compare the current sensor readings with the given set of templates to find the posture

template most closely matching the current data record.
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An example of the template matching comparison is the use of a Boolean function on the

results of the explicit comparison between each sensor value in the current data record and

the corresponding value in the posture templates. The comparisons are often made within

a range of values, which helps to improve recognition accuracy with noisy glove devices. A

problem with comparisons of angle measurements within a range of values, however, is that

while in theory, these ranges usually go from zero to a power of two based on the bits of

precision in each bend sensor, the actual angle measurements from the bend sensors do not

follow their theoretical ranges and each bend sensor often has a different range. A way to

remedy this problem is to normalize the bend sensor’s measurements using the maximum

and minimum value for each bend sensor. Normalization makes all the angle measurements

zero for full extension and one for full flexion, thus making comparisons with ranges easier

to implement. The drawback of normalizing bend angles is that maximum and minimum

values can change during glove use; however dynamic calculation and updating of maximum

and minimum values has been shown to combat this problem [133].

Another example of template matching comparisons is the use of distance measurements

between the current data record and each of the data records in the posture set recognizing

the posture with the lowest distance measurement. The distance measurement must be

below some threshold value to avoid false positive recognition. Three distance measurements

used for hand posture template matching are the sum of the absolute differences [155], the

Euclidean distance (i.e. sum of the squares) [102], and the Mahalanobis distance7 [12, 33].

The main advantage of computing a distance measurement is that comparison ranges need

not be used. The main disadvantage is that a measurement must be made for each posture

template.

Analysis. Template matching is the simplest of the hand posture and gesture recognition

techniques, and for a small set of postures, it is appropriate and can be quite accurate. But

the technique does have limitations. First, template matching is much more difficult for

hand gestures. However, Darrell and Pentland have recognized hand gestures in a vision-

based solution using sets of view models or templates that are matched with gesture patterns

using dynamic time warping [35]8. The second limitation is the small number of possible

7The Mahalanobis distance constructs an ellipsoid in multidimensional space where variations in the
directions of the shorter axes have more weight. It takes into consideration the variance and correlation
of the variables (through a covariance matrix) in measuring the distance between points. Note that if
the covariance matrix is independent of the variables the Mahalanobis distance reduces to a Euclidean
distance metric.

8In this case, two gestures were recognized [35].
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postures that can be recognized. If the application requires a medium or large posture set,

then template matching will not work since the posture templates will overlap [145].

• Strengths

– Simplest technique to implement

– Accurate (for small set of postures)

– Requires only a small amount of calibration

• Weaknesses

– Not suited for hand gestures

– Does not work well for medium and large posture sets due to overlapping tem-

plates [145]

C.2.1.2 Instance-Based Learning

Overview. Instance-based learning can be considered an elaborate form of template

matching that has a training component which continuously create new templates thus

allowing the user’s input to implicitly influence the recognizer. It stems from work done in

machine learning with the main difference between instance-based learning and other learn-

ing algorithms such as neural networks (see Section C.2.3.1) and hidden Markov models

(see Section C.2.2.1) is the way in which the training data is used. With supervised neural

networks, for example, the training data is passed through the network and the weights at

various nodes are updated to fit the training set. With instance-based learning, the training

data is simply used as a database in which to classify other “instances”. An instance, in

general, is a vector of features of the entity to be classified. For example, in posture and

gesture recognition, a feature vector might be the position and orientation of the hand and

the bend values for each of the fingers.

Details and Examples. Instance-based learning methods include techniques that rep-

resent instances as points in Euclidean space, such as the K-Nearest Neighbor algorithm,

and techniques in which instances have a more symbolic representation, such as case-based

reasoning [96]. In the K-Nearest Neighbor algorithm, an instance is a feature vector of size

n with points in n-dimensional space. The training phase of the algorithm involves storing

a set of representative instances in a list of training examples. For each new record, the

Euclidean distance is computed from each instance in the training example list, and the K
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closest instances to the new input are returned. The new input is then classified and added

as a new instance to the training example list so that the algorithm can continually train

on the run-time instances. In the case of hand posture recognition, the training set would

be divided into a number of categories based on the types of recognizable postures. As a

new posture instance is entered, its K nearest neighbors are found and the most common

posture of the ones corresponding to those neighbors is taken as the category in which the

instance should be placed (thus recognizing the instance as a particular posture).

Another type of instance-based learning is case-based reasoning, in which instances have

more elaborate descriptions. A typical instance in a case-based reasoning system might be a

description of a mechanical part. Since the instance descriptions are more elaborate, simple

approaches to determining instance similarity, such as the Euclidean distance measure, are

not applicable. Other methods for determining similarity between instances must be used,

such as those found in knowledge-based techniques such as first order logic9.

Rule-based induction [113] is a form of learning which falls within but has not histori-

cally been associated with case-based reasoning. With feature vectors as input, rule-based

induction creates a rule base using disjunctive normal form (DNF) formulae which can rep-

resent a particular hand posture or gesture with one formula. Each conjunction within a

DNF formula is considered a single rule. Given a rule base of DNF formulae from a training

set, a new posture or gesture instance is placed into one of three categories:

1. The new observation may satisfy one and only one formula in which case it is classified

by that formula

2. The new observation satisfies more than one formula which means it may belong to

any of the satisfiable classes

3. The new observation satisfies no DNF formula

Quek’s [113] algorithm employs two matching strategies: exact match and flexible match.

With exact match, only if the first category holds will there be a match. With flexible

match, if category two holds, the conjunction is examined for each matching DNF. A count

is kept of the number of training instances of that class which matches the rule. The class

with the highest similar training examples is taken as the matching class (see Quek [113]

for details on this algorithm). Note that Quek tested both exact and flexible matching on

a set of 15 hand gestures. Exact matching resulted in approximately 90% accuracy while
9See Mitchell [96] for more detail on case-based reasoning, the K-Nearest Neighbor algorithm, and other
instance-based learning algorithms.
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flexible matching yielded a 94% accuracy result which indicates that the flexible approach

seems to be more robust.

Instance-based learning techniques have the advantage of simplicity, but they have a

number of disadvantages as well. One major disadvantage is the cost of classifying new

instances. All of the computation must be redone whenever a new instance is classified,

which means there will be response time issues when dealing with a large amount of training

examples. Another disadvantage of these methods is that not all of the training examples

may fit in main memory, and thus will also increase response time. Note that Aha has

developed two instance-based learning algorithms that alleviate some of these problems [2].

The first one saves space by discarding instances that have already been correctly classified,

and the second makes assumptions about the data to weed out irrelevant instances.

Aside from Quek’s work, there has been little work done on instance-based learning in

recognizing hand postures and gestures. One of the few systems reported in the literature

was developed by Kadous [65], which recognized 95 discrete hand postures for performing

sign language recognition using the three instance-based learning algorithms described by

Aha [2]. An interesting feature of this system was its capability of achieving approximately

80% accuracy with the use of a Power Glove as the raw data collection unit.

Analysis. Instance-based learning shows promise as a way to recognize hand postures.

However, response time may be an important factor when issuing posture commands due

to the amount of computation required when each instance is generated, especially when

instances are generated at 30 or more per second (based on the speed of the input devices

used).

• Strengths

– Except for case-based reasoning, instance-based learning techniques are relatively

simple to implement

– Can recognize a large set of hand postures with moderately high accuracy

– Can recognize a small set of hand gestures with high accuracy

– Provides continuous training

• Weaknesses

– Requires a large amount of primary memory as training set increases under the

naive approach
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– Response time issues may arise due to a large amount of computation at instance

classification time

– Only a little reported in the literature on using instance-based learning with

hand postures and gestures

C.2.1.3 The Linguistic Approach

Overview. The linguistic approach uses a formal grammar to represent the hand posture

and gesture set.

Details and Examples. Hand [56] used this approach to recognize a small set of postures

under the constraint that postures have fingers either fully flexed or fully extended in a

number of configurations. Hand postures were mapped to the grammar, which was specified

by a series of tokens and production rules. The system used a Power Glove and an ultrasonic

tracker to record raw data. Recognition accuracy was poor, ranging from about 15 to 75

percent depending on the posture to be recognized. Hand [56] claims the poor recognition

rate may be due to the inaccuracy of the Power Glove; however, Kadous’s work [65] with

a Power Glove for instance-based learning (see Section C.2.1.2) achieved a much higher

recognition rate using a larger posture set.

Analysis. The linguistic approach does not appear to be accurate or robust enough to

handle most hand posture and gesture recognition tasks.

• Strengths

– Simple approach

– Can be used in either a vision- or glove-based solution

• Weaknesses

– Poor recognition results

– Limited to only simple hand postures

– Little work reported in the literature using this technique to recognize hand

postures and gestures



100

C.2.1.4 Appearance-Based Motion Analysis

Overview. Appearance-based motion analysis exploits the observation that humans can

recognize actions from extremely low resolution images and with little or no information

about the three-dimensional structure of the scene.

Details and Examples. Using this observation, Davis [33] developed an appearance-

based recognition strategy for human motion using a hypothesize and test paradigm [55].

This strategy recognizes motion patterns from a video stream by first creating a filter called

a binary motion region (BMR), which describes the spatial distribution of motion energy for

a given action. In other words, the filter highlights regions in an image in which any form of

motion has been present since the beginning of the action. The BMR acts as an index into

a database of binary motion regions collected from training sessions. If the current BMR is

close to any of the stored BMRs, then the current BMR is tested against a motion model

of an action.

Once a set of possible actions has been found by the current BMR, the unknown move-

ment is classified as one of the predefined actions. Davis developed two approaches to

represent actions for classification. The first approach creates specific region-based motion

parameterizations by using principal component analysis (see Section C.1.3) to reduce mo-

tion time traces of particular regions of the image to a single coefficient vector. Template

matching is then performed using this coefficient vector and the training data. The second

approach transforms action sequences into a single motion history image where the pixel

intensity indicates the recency of motion at a given location. Features from the single im-

age are extracted and matched (using the Mahalanobis distance metric [41]) against known

movement10.

The system was tested for a small set of motions (sitting, arm waving, and crouching)

with good results (90%) for those subjects included in the training phase. Subjects who

were not included in the training phase performed significantly lower (76%) which Davis

claims is representative of not enough training data.

Analysis. Although it did not specifically recognize hand gestures, appearance-based mo-

tion analysis could be used to recognize very simple ones, but the technique will not work

with gestures and postures that have complicated finger movement. More research is needed

to determine if a more complex set of motions can be recognized with the existing technique,
10Note that a detailed description of the recognition technique described in this and the previous paragraph

can be found in Davis [33].
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since most hand gestures are more complicated than the set of test motions used in Davis’s

evaluation.

• Strengths

– Provides unobtrusive recognition

– Accurate recognition with a small set of motions for the trained user

• Weaknesses

– Has not been used for recognizing hand posture and gestures

– Very difficult to detect small details in finger movement

C.2.2 Statistical Methods

A common technique that has been popular with the pattern and speech recognition com-

munities is the use of probabilistic or statistical models. One technique that is prevalent in

the hand posture and gesture recognition literature is hidden Markov models.

C.2.2.1 Hidden Markov Models

Overview. In describing hidden Markov models it is convenient first to consider Markov

chains. Markov chains are simply finite-state automata in which each state transition arc

has an associated probability value; the probability values of the arcs leaving a single state

sum to one. Markov chains impose the restriction on the finite-state automaton that a

state can have only one transition arc with a given output; a restriction that makes Markov

chains deterministic. A hidden Markov model (HMM) can be considered a generalization

of a Markov chain without this Markov-chain restriction [25]. Since HMMs can have more

than one arc with the same output symbol, they are nondeterministic, and it is impossible

to directly determine the state sequence for a set of inputs simply by looking at the output

(hence the “hidden” in “hidden Markov model”). For a more detailed description see

Rabiner and Juang [116], Rabiner [117], Huang et al. [61], or Charniak [25].

Details and Examples. A HMM is defined as a set of states of which one state is the

initial state, a set of output symbols, and a set of state transitions. Each state transition is

represented by the state from which the transition starts, the state to which the transition

moves, the output symbol generated, and the probability that the transition is taken [25].

In the context of hand gesture recognition, each state could represent a set of possible
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hand positions. The state transitions represent the probability that a certain hand position

transitions into another; the corresponding output symbol represents a specific posture and

a sequence of output symbols represent a hand gesture. One then uses a group of HMMs,

one for each gesture, and runs a sequence of input data through each HMM. The input data,

derived from pixels in a vision-based solution or from bend sensor values in a glove-based

solution, can be represented in many different ways, the most common by feature vectors

[129]. The HMM with the highest forward probability (described later in this section)

determines the users’ most likely gesture. An HMM can also be used for hand posture

recognition; see Liang and Ouhyoung [82] for details.

A number of important issues arise in dealing with HMMs. As with neural networks,

training HMMs is very important for increasing recognition accuracy of the model. A

common approach is to adjust the HMM’s transition probabilities in order to optimize it

for a training data set. If the training data is an accurate representation of a particular

gesture, for example, then the HMM should be able to recognize that gesture given new data.

The Baum-Welch algorithm [25, 116, 117] uses the given training sequence to reestimate

the probabilities of the state transitions in the HMM.

One of the components of the Baum-Welch algorithm is forward probability. Forward

probability, or alpha probability as it is sometimes called, is the probability of an HMM

given an output sequence and is calculated by incrementally computing the probabilities for

the output on a symbol-by-symbol basis [116]. The algorithm goes through each timestep

t and examines each state j in the HMM. For each state j, it computes a summation of

the probability of producing the current output symbol at t and moving to j given that

the algorithm was in state k, multiplied by the probability of producing the output up to

t and ending up in k. Note that the summation is over all k. Performing this calculation

iteratively for each output symbol yields the probability that the HMM would generate the

whole output sequence. The forward probability is used to find a HMM with the highest

probability of matching an output sequence. For example, if a hand gesture set contains

10 gestures, each one having its own HMM, the HMM with the highest forward probability

score would determine which gesture to recognize. See Charniak [25] for a more detailed

description of forward probability.

As stated previously, one of the drawbacks of HMMs is that one cannot directly deter-

mine the state sequence for a set of output symbols since a state can have more than one

arc with the same output. Nevertheless, this information can be approximated by finding

the most likely states in the HMM. A common technique for finding the best state sequence
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for a given output, the Viterbi algorithm [116], uses calculations similar to forward proba-

bility except the maximum is taken instead of taking a summation over all k. The Viterbi

algorithm is useful because it is a fast method for evaluating HMMs. For more detail on

the Viterbi algorithm see Charniak [25].

Hidden Markov models were first used in the recognition community for recognizing

handwriting [141] and speech [61], and more recently a significant amount of research has

been done on applying HMMs to hand posture and gesture recognition. Starner used HMMs

in a vision-based solution to recognize a forty word subset of American Sign Language [129].

Instead of using a different model for each sign in the recognition set, Starner found the

minimum and maximum number of states required for an individual HMM and then, using

skip transitions (which give low weights to state transitions that are not needed) developed

a general HMM topology for all models used in the system. With ample training of the

HMMs (between 20 and 80 training samples for each sign) the system was able to achieve

accuracies of over 90 percent.

Schlenzig also used a single HMM to recognize hand gestures in a vision-based solution

[125]. The state of the HMM represents the gestures and the observation symbols represent

the current static hand posture. This HMM had three possible states and nine possible ob-

servation symbols so the number of recognizable gestures was limited. The system employs

a recursive filter for updating estimates of the gesture being recognized based on the current

posture information. This recursive estimator allows recognition of combined gestures and

requires only one HMM.

1 2 3 4

A 4 State Bakis Hidden Markov Model

Figure C.4: A four state Bakis HMM.

Lee and Xu were able to recognize a set of 14 gestures in the context of robot teleoper-

ation [81]. The system uses a CyberGlove and implements a Bakis hidden Markov model

that restricts state transitions so that a given state can have a transition only to itself or
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one of the next two states; for example, if the HMM has four states, state two could have

a transition arc only to itself, state three, or state four (see Figure C.4). This type of

model assumes that the recognizable gestures have no cyclical properties. The system also

performed iterative model updates as each gesture is recognized. Recognition accuracy of

over 90 percent was achieved.

Nam and Wohn [100] and Liang and Ouhyoung [82] have also explored the use of HMMs

in hand posture and gesture recognition. Nam and Wohn use a glove-based solution with

a VPL DataGlove and Polhemus tracker and reduce the dimensional complexity of the

tracking device from 6D (three position axes and three orientation axes) to 2D by using

plane fitting. The 2D information is then sent to the HMM. After training each of the 10

HMMs, one for each gesture, with approximately 200 training samples per gesture, accuracy

of over 96 percent was attained. Liang and Ouhyoung use HMMs to recognize 50 signs in

Taiwanese Sign Language. The system uses a n-best approach to outputting recognition

results. Unfortunately, no recognition accuracies were reported.

Analysis. Hidden Markov models provide a good way to perform hand posture and ges-

ture recognition, and can be used in both vision-based and glove-based solutions. The

literature has shown that high accuracy can be achieved and the number of possible hand

gestures or postures in a posture or gesture set can be quite large. Like neural networks,

HMMs must be trained and the correct number of states for each posture or gesture must

be determined to maximize performance. If the number and types of hand posture and ges-

tures are known beforehand, HMMs are a good choice for recognition. If the hand postures

and gestures are determined as the system is developed, the development process can be

more time-consuming due to retraining. If one HMM is used for all gestures, as in Starner’s

work, then the single HMM must be retrained. If each gesture has an associated HMM, then

only the new gesture’s HMM will have to be trained. Although HMMs require extensive

training, and their hidden nature makes it difficult to understand what is occurring within

them, they still may be the technique of choice since they are well covered in the literature

and the accuracies reported are usually above 90 percent.

• Strengths

– Can be used in either a vision- or glove-based solution

– Can recognize medium posture or gesture sets

– With adequate training, high accuracy can be achieved
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– Well discussed in the literature

• Weaknesses

– Training can be time consuming and does not guarantee good results

– As with multi-level neural networks, the hidden nature of HMMs makes it difficult

to observe their internal behavior

C.2.3 Miscellaneous Classification Algorithms

Two classification techniques that are neither template-based nor statistically-based are

neural networks and causal analysis.

C.2.3.1 Neural Networks

Overview. A neural network is an information processing system loosely based on the

operation of neurons in the brain. While the neuron acts as the fundamental functional

unit of the brain, the neural network uses the node as its fundamental unit; the nodes

are connected by links, and the links have an associated weight that can act as a storage

mechanism [123]. For a more comprehensive description, see Russell and Norvig [123], Krose

and van der Smagt [72] or Anderson [3].

Details and Examples. With a neural network, each node is considered a single compu-

tational unit containing two components. The first component is the input function which

computes the weighted sum of its input values; the second is the activation function, which

transforms the weighted sum into a final output value. Many different activation functions

can be used; the step, sign, and sigmoid functions being quite common [123] since they are

all relatively simple to use. For example, using the step function, if the weighted sum is

above a certain threshold, the function outputs a one indicating the node has “fired” other-

wise it outputs a zero indicating the node has not fired. The other two activation functions

act in a similar manner. Note that if a linear activation function is used, the neural network

reduces to a simple linear classifier [37].

Neural networks generally have two basic structures or topologies, a feed-forward struc-

ture and a recurrent structure. A feed-forward network can be considered a directed acyclic

graph, while a recurrent network has an arbitrary topology. The recurrent network has the

advantage over a feed-forward network in that it can model systems with state transitions.
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However, recurrent networks require more complex mathematical descriptions and can ex-

hibit chaotic behavior. In both network topologies, there is no restriction on the number of

layers in the network. These multilayered networks provide more representation power at

the cost of more complex training. The nodes in between the input and output nodes of the

multilayered network have no communication with the outside world and cannot be directly

observed from the input or output behavior of the network. If the number of hidden nodes

is large, it is possible to represent any continuous function of the inputs [123].

Training is an important issue in neural networks and can be classified in two different

ways. First, supervised learning trains the network by providing matching input and output

patterns; this trains the network in advance and as a result the network does not learn while

it is running. The second learning mechanism is unsupervised learning or self-organization

which trains the network to respond to clusters of patterns within the input. There is no

training in advance and the system must develop its own representation of the input, since

no matching output is provided [72]. Note that supervised and unsupervised learning do

not have to be mutually exclusive: depending on the network, a combination of the two

learning strategies can be employed. Neural network training is one of most important areas

of research in neural network technology, but the many different algorithms for supervised

and unsupervised learning strategies are beyond the scope of this survey; for a thorough

discussion see Mehrotra, Mohan, and Ranka [94].

Neural networks have been used principally in the artificial intelligence community to

build certain types of autonomous agents and recognize patterns. One of the first systems

to use neural networks in hand posture and gesture recognition was developed by Murakami

[99]. Hand postures were recognized with a three-layered neural network that contained 13

input nodes, 100 hidden nodes, and 42 output nodes, one for each posture to be recognized.

The network used back propagation, a learning mechanism that minimizes the error between

target output and the output produced by the network [123], and achieved 77% accuracy

with an initial training set. Accuracy increased to 98% for participants in the original

training set when the number of training patterns was increased from 42 to 206. Hand

gesture recognition was done with a recurrent three-layered network with 16 input units,

150 hidden units, and 10 output units, one for each of the 10 possible gestures recognized.

Recurrency in the network allowed for processing of time variant data. Recognition accuracy

was initially 80%, but 96% recognition rates were achieved with a filtering mechanism for

the raw data11.

11See Murakami for details on this mechanism [99].
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Fels did extensive work with neural networks with his Glove-TalkII system [43] in which

three back propagation neural networks are used to translate hand gestures into speech.

The hand gesture recognition process was broken up into three networks in order to in-

crease speed and reduce training time. The first network, the vowel/consonant network,

determined if the user wanted to produce a vowel or a consonant. This network employed

a feed-forward topology with 12 input nodes, 10 hidden nodes and one output node. The

second network was used to generate consonant sounds. It also employed a feed-forward

topology but used 12 input nodes, 15 hidden nodes, and nine output nodes. The third net-

work used to generate vowel sounds, had a feed-forward structure and employed two input

nodes, 11 hidden nodes, and eight output nodes. The consonant and vowel networks used

normalized radial basis activation functions [19] for the hidden inputs that solved problems

arising from similar-sounding consonants and vowels (see Fels [44]). With these networks, a

well-trained user (100 hours of training, including training the networks) was able to make

intelligible speech that sounded somewhat natural.

Another system using neural networks developed by Banarse [7] was vision-based and

recognized hand postures using a neocognitron network, a neural network based on the

spatial recognition system of the visual cortex of the brain (for a detailed description of the

neocognitron see Fukushima [51]). However, the system was limited and recognized only

a handful of postures. More extensive research is needed to determine the validity of the

neocognitron network as a hand posture and gesture recognition technique.

Analysis. Neural networks are a useful method for recognizing hand postures and ges-

tures, yield increased accuracy conditioned upon network training, and work for both glove-

based and vision-based solutions. However, they have distinct disadvantages. First, different

configurations of a given network can give very different results, and it is difficult to de-

termine which configuration is best without implementing them: Fels [44] reports that he

implemented many different network configurations before finding ones that provided good

results. Another disadvantage is the considerable time involved in training the network.

Finally, the whole network must be retrained in order to incorporate a new posture or ges-

ture. If the posture or gesture set is known beforehand this is not an issue, but if postures

and gestures are likely to change dynamically as the system develops, a neural network is

probably not appropriate.

• Strengths

– Can be used in either a vision- or glove-based solution
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– Can recognize medium posture or gesture sets

– With adequate training, high accuracy can be achieved

• Weaknesses

– Network training can be very time consuming and does not guarantee good

results

– Requires retraining of the entire network if hand postures or gestures are added

or removed

C.2.3.2 Causal Analysis

Overview. Causal analysis is a vision-based recognition technique that stems from work

in scene analysis [18]. The technique attempts to extract information from a video stream

by using high-level knowledge about actions in the scene and how they relate to one another

and the physical environment. Examples of causal data (e.g. the underlying physics of the

scene) include rigidity, mass, friction, balance, and work against gravity. Brand uses this

information in his system, BUSTER, that understands and outputs information about the

structure and stability of block towers [18]; In Brand [17] a more detailed description of

BUSTER and other scene analysis systems is given.

Details and Examples. Brand and Essa have applied causal analysis to vision-based

gesture recognition [16]. By using knowledge about body kinematics and dynamics, features

recovered from the video stream can be used to identify gestures based on human motor

plans. The system captures information on shoulder, elbow and wrist joint positions in

the image plane. From these positions, the system extracts a feature set that includes

wrist acceleration and deceleration, work done against gravity, size of gesture, area between

arms, angle between forearms, nearness to body, and verticality. Gesture filters normalize

and combine the features and use causal knowledge of how humans interact with objects in

the physical world to recognize gestures such as opening, lifting, patting, pushing, stopping,

and clutching.

Analysis. Causal analysis in gesture recognition is an interesting concept, but Brand and

Essa’s discussion of their implementation is cursory [16] and, as a result, it is unclear how

accurate their system is. This system also has the disadvantage of not using data from

the fingers. More research needs to be conducted in order to determine if this technique is

robust enough to be used in any nontrivial applications.
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• Strengths

– Uses information about how humans interact with the physical world to help

identify gestures

• Weaknesses

– Uses only a limited set of gestures

– Does not use hand orientation and position data or finger data

– Does not run in real time

– Implementation is unclear[16]



Appendix D

Flex and Pinch Input Electronics

D.1 Flex and Pinch Components

The Flex and Pinch input system is made up of two parts; the pinching component and the

electronics unit. Conductive cloth and standard wires were used to construct the pinching

component while Table D.1 shows the parts that were used in constructing the electronics

unit.

D.2 Design and Implementation of Electronics

We use the Microchip PIC processor [110] as the primary means of interfacing the touch

sensors with the rest of the system. The low cost and simple programming of these chips

made them suitable for the task. The 16C63 [127] provided a UART for serial communica-

tions with the workstation and enough I/O pins to allow the touch sensors to be monitored

PART USAGE

PIC16C63 8 bit microcontroller
with built in UART
primary interface chip

16x 20K ohm resistors pull up resistors

16x 2K ohm resistors protection resistors

16x 1000pF capacitors protection capacitors

LT1081 RS232 driver/receiver
converts 5 volt PIC
output to RS232 levels

Table D.1: The listed parts that make up the Flex and Pinch electronics unit.

110
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without extra glue logic. The output pins of the micro-controller were protected from elec-

trostatic discharge with a resistor capacitor network. Additionally, an RS232 driver chip

was needed to step the five volt output of the PIC to RS232 line levels.

All 163 possible non-redundant contact possibilities between pairs of wires are reported

by separate keycodes. The microcode driver reports separate keycodes for wire connections

while the driver on the workstation infers contacts between more than two wires. For

example, if contacts one, two, and three are touching, the microcontroller reports that one

and two are touching by issuing one keycode, one and three are touching by issuing another

keycode, and that two and three are also touching by issuing a third keycode. The driver

software determines that there are actually three wires that are all touching. This lowers

the amount of memory needed on the microcontroller, and makes the software simpler and

faster.

D.3 Electronics Pseudocode

This pseudocode represents the code for the PIC processor on the electronics box. Each

short possibility has a byte allocated to it to represent the status (short or unshort) and a

timer to determine whether the short has lasted long enough to transmit. This implemen-

tation cuts down on noise and bouncing problems.

Algorithm 1

1. initializeMemory()

2. for each pin

3. do set a voltage on pin;

4. for each (otherpin > pin)

5. do check for voltage on otherpin;

6. if (pin status changed)

7. increment keycode timer;

8. if (timer expired)

9. set keycode status;

10. transmit status change;
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