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Abstract of Message Passing Dynamics of Belief Propagation Algorithms, by Anna Grim, Ph.D., Brown University, May 2022

Our work is motivated by the classical belief propagation algorithms which are well-known for obtaining state of the art results in certain settings, but often fail to converge when the underlying graph has complex topology. The main objective of this thesis is to present a two-part solution to this classical problem. First, we describe an algorithm referred to as convex combination belief propagation. This method was developed by modifying the message passing operator in loopy belief propagation so that it's more robust to graphs with cycles. The main advantage of this algorithm is that it's guaranteed to converge on graphs with arbitrary topology. Although this algorithm has good theoretical properties, one disadvantage is that it is generally less accurate than the classical algorithm when both converge.

Second, we build upon this work by incorporating a homotopy operator that gradually deforms the message passing operator from convex combination belief propagation into the operator used in loopy belief propagation. Under this framework, convex combination belief propagation obtains an initial solution. Then we improve the accuracy of the solution by using the homotopy operator in a continuation scheme. The outcome of this work is an approximate inference algorithm that is significantly more accurate than convex combination belief propagation, while also converging at a much higher rate than loopy belief propagation.

Lastly, we demonstrate the usefulness of our approximate inference algorithms by applying them to real-world problems. We discuss medical diagnostic inference on the QMR network which models causal relations between a set of diseases and findings. We use our homotopy continuation algorithm to perform inference in this problem. Our results show that this algorithm always converges and obtains exceptional results on this task.
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## CHAPTER 1

## Introduction

The focus of this chapter is to discuss the motivations behind this thesis and outline our main contributions to the scientific community. Section 1.1 broadly introduces the technical domain of this work, then briefly describes the fundamental problems that motivated the developments in this thesis. Section 1.2 describes our general approach and then summarizes our main contributions. We conclude by providing a concise overview of the content and organization of this thesis in Section 1.3.

### 1.1 Motivations

Graphical models are a well-established framework for probabilistic modeling due to their ability to express complex relationships between variables in a system. The main components of this model are a joint probability distribution that governs the system and a graph which captures certain statistical properties. Each node in the graph represents a variable and edges encode statistical relationships. Thus, the graph provides a global representation of the structure of the system in terms of local relationships.
and reflects local dependencies between variables. The expressive power and flexible framework of graphical models makes them a natural tool for solving problems in computer vision, machine learning, bioinformatics, and engineering (see, e.g., [13], [24], [54], [56], [92]).

In these types of applications, a central computational objective is to perform probabilistic inference. We use the term probabilistic inference to refer to the following inference tasks: marginal inference and maximum a posterior (MAP) inference. Marginal inference involves computing marginal probability distributions, while MAP inference involves determining the optimal configuration of a system that maximizes the joint distribution. Probabilistic inference is an important problem because the outcome of this calculation forms the basis behind machine-based learning and decision making. Exact inference in arbitrary graphical models is computationally intractable because this problem has been proven to be NP-hard. This well-known fact has driven a large number of research efforts to develop efficient approximation algorithms.

Belief propagation is a widely used local message passing algorithm that leverages the structure of the graph to perform inference in graphical models. This algorithm was first introduced by Judea Pearl in the 1980s as a method that performs exact inference in polynomial time when the underlying graph is tree-structured [64]. When the graph contains cycles (i.e. loops), the method can be adapted into a fixed point iteration scheme referred to as loopy belief propagation. In this setting, the algorithm performs approximate inference by utilizing an operator that facilitates local message passing between all neighboring nodes in the graph.

Loopy belief propagation has gained popularity within the artificial intelligence community because it obtains state of the art results in certain settings such as error correcting codes and image analysis (see, e.g., [11], [19], [21], [25], [74]). However, loopy belief propagation is also notorious for being unreliable when the underlying graph has complex topology. This is problematic because many real world networks fall into this category. Although there are alternative methods that can perform approximate inference in these settings, loopy belief propagation is significantly more efficient and accurate in certain settings.

### 1.2 Main Contributions

We are both motivated and intrigued by the challenge to develop efficient algorithms that perform approximate inference in graphical models with cycles. Although there is a large body of work on this subject, many of these methods are computationally expensive, fail to converge on challenging problems, or difficult to use in practice. We present a solution that differentiates itself from other
approaches by being simple to implement and designed to converge on the most difficult inference problems.

In this thesis, we address four key aspects of performing inference in graphical models with cycles: 1) development of efficient approximation algorithms that address both types of inference problems, 2) theoretical analysis that specifies when the algorithms converge and characterizes the solution, 3) experimental evaluation that compares the performance of our algorithms to other methods, 4) using our approximation algorithms to solve difficult real-world applications where conventional methods fail. In Figure 1.1, we provide a visual outline of both the organization and contributions in this thesis.


Figure 1.1: Overview of main contributions in this thesis

### 1.2.1 Approximation Algorithms

We present convex combination belief propagation which is a convergent alternative to loopy belief propagation. This algorithm was developed by modifying the message passing operator in loopy belief propagation in way that makes it more robust to graphs with cycles. The result is a class of algorithms that are designed to converge on the most difficult inference problems. In addition,
our algorithms are fast and simple to incorporate within any existing implementation of belief propagation, which is a major advantage compared to other methods. Convex combination belief propagation is also foundational to subsequent contributions in this thesis. We emphasize this point in Figure 1.1 by showing several research directions that branch out from this initial development.

In fact, convex combination belief propagation is our initial solution to performing inference in graphical models with cycles. One limitation of this algorithm is that it tends to be less accurate than loopy belief propagation when both algorithms converge. We build upon this work by incorporating a homotopy operator that gradually deforms the message passing operator from convex combination belief propagation into the traditional operator used in loopy belief propagation. Under this framework, convex combination belief propagation obtains an initial solution. Then we improve the accuracy of the solution by using the homotopy operator in a continuation scheme. The outcome of this work is an approximate inference algorithm that is significantly more accurate than convex combination belief propagation, while also converging at a much higher rate than loopy belief propagation.

### 1.2.2 Theoretical Analysis

A central objective of this thesis is to accompany algorithm development with theoretical analysis. Our general approach is to consider belief propagation as a discrete-time map, then utilize ideas from the theory of dynamical systems to understand the behavior of this algorithm. In this thesis, we refer to a discrete-time map $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ as a function that acts on a vector $x \in \mathbb{R}^{m}$ according to

$$
x^{(n+1)}:=F x^{(n)},
$$

where $n$ is a discrete time index. It is natural to analyze belief propagation from a dynamical systems perspective because both convex combination and loopy belief propagation are fixed point iteration algorithms.

In Chapters 4 and 5, we analyze the theoretical properties of convex combination belief propagation. One important result is that this algorithm is guaranteed to converge to a unique solution (fixed point) independent of the graph's topology and initialization of the fixed point iteration scheme. We prove this result by showing that the message passing operator in convex combination
belief propagation is a contraction and then invoke Banach's fixed point theorem. In addition, we also provide a characterization of the solution obtained with convex belief propagation for certain classes of graphs.

Chapter 6 focuses on belief propagation with homotopy continuation. The main idea behind this method is to trace a path of fixed points that is parametrized by time $t$, where the path is formed by gradually varying $t$ from 0 to 1 . This path originates at the unique fixed point of convex combination belief propagation and terminates at a fixed point of loopy belief propagation. In order for any continuation algorithm to be feasible, this path must be continuous with respect to time so that it can be numerically traced as this parameter is gradually varied. We provide a rigorous argument that uses Brouwer's fixed point theorem and a generalization of the implicit function theorem to prove that this property holds for arbitrary graphical models.

Lastly, Chapter 7 focuses on the local stability of belief propagation in the application of performing approximate inference in a medical diagnostic network called the Quick Medical Reference (QMR) network. In our experimental evaluation, we observe that belief propagation with homotopy continuation converges on every problem in this application. These results raise the question of whether the QMR network is a special case where our continuation algorithm always converges. One possible explanation is that the fixed points of belief propagation are locally stable in the case of the QMR network. Under this assumption, numerical homotopy continuation would converge (in theory) because this implies the existence of a small enough time step such that the current approximate fixed point lies in the basin of attraction of the next fixed point.

From a dynamical systems perspective, a classical approach to this problem is to analyze the eigenvalues of the Jacobian of the message passing operator. Although this approach is generally intractable when the Jacobian is very high dimensional, we use the unique structure of the QMR network to drastically simplify the Jacobian and computation of its eigenvalues. Our analysis draws a connection between the topology of the graph and structure of the Jacobian. We prove that the Jacobin consists of nested triangular matrices, then leverage this fact to reduce the complexity of computing its eigenvalues. In addition, we also analyze how the parameters of this model affect the local stability of belief propagation fixed points.

### 1.2.3 Experimental Evaluation

Another important objective of this thesis is to show that our inference algorithms have both strong theoretical properties and good performance in applications. In particular, we aim to develop inference algorithms that reliably outperform loopy belief propagation. We use the spin glass models ${ }^{1}$ from statistical physics as a baseline inference problem to compare the performance of our algorithms against loopy belief propagation. Spin glass models are often used for this purpose because this model poses a difficult inference problem where loopy belief propagation tends to fail.

The performance of our algorithm is determined by analyzing the runtime, accuracy, and convergence rate. Experimental evaluation is a crucial part of algorithm development because it reveals both the advantages and limitations of an algorithm. Our initial experiments involving convex combination belief propagation reveal that loopy belief propagation tends to be more accurate when both algorithms converge. This realization led to the development of a belief propagation algorithm that utilizes homotopy continuation. We show that this improved algorithm (on average) outperforms loopy belief propagation across all performance metrics.

### 1.2.4 Real-World Applications

Although we perform an experimental evaluation of our inference algorithms on spin glass models, this problem is only a toy example. Thus, we demonstrate the usefulness of our approximate inference algorithms by applying them to real-world problems. In Chapter 4, we use convex combination belief propagation to perform image restoration. The objective of this image analysis problem is to estimate a clean (original) picture given a corrupted version of it. The restoration problem is formulated as "pixel labeling" where inference involves choosing an optimal label for each pixel.

In Chapter 7, we discuss medical diagnostic inference and the QMR network. Diagnostic inference is both a difficult and important problem which has attracted much attention in the last few decades. The ultimate goal is to design an intelligent system that assists in diagnosing a patient who exhibits some observed findings (or symptoms). One classical approach to this problem is to develop a probabilistic model that utilizes a network which describes the relationship between diseases and findings. The QMR network is a directed bipartite graph that models causal relations

[^0]between a set of diseases and findings. There have been many attempts to develop algorithms that perform approximate inference on this network, including loopy belief propagation. We use our homotopy continuation algorithm to perform inference in this problem. Our results show that this algorithm always converges and obtains exceptional results on this task.

### 1.3 Thesis Overview

The outline below specifies the organization of this thesis:

- Chapter 2: Background material on graph theory, graphical models, and probabilistic inference.
- Chapter 3: Introduction to the loopy belief propagation algorithms.
- Chapter 4: Convex combination belief propagation for pairwise models
- Chapter 5: Convex combination belief propagation for factor graphs
- Chapter 6: Belief propagation with homotopy continuation
- Chapter 7: Medical diagnostic inference with belief propagation and homotopy continuation


## CHAPTER 2

## Background

This chapter presents background material necessary for subsequent developments in this thesis. The main focus is to provide a self-contained introduction to graphical models and probabilistic inference. In Section 2.2, we provide a brief overview of graph theory and establish some basic notation. We broadly introduce graphical models in Section 2.3, and also describe a few special types. In Section 2.4, we present the inference task and discuss some important approaches to this problem. Lastly, we describe some relevant applications in Sections 2.5, which also provides context for the inference problem.

### 2.1 Introduction

Graphical models are a well-established probabilistic model due to their ability to express complex relationships between variables in a system. The main components of this model are a probability distribution and a graph representing conditional independences (Markov properties) of the system. The graph provides both a global representation of the structure of the system and reflects local dependencies among variables. Graphical models are not only a natural model for complex systems, they also provide a computational framework that is supported by a suite of algorithms. Many of these algorithms are derived by utilizing the graphical structure of the model to simplify certain calculations.

The origins of graphical models can be traced back to independent work in statistical physics, genetics, and probability theory. One of the earliest uses dates back to Gibbs in the late 1800s
who used this framework to model physical systems of interacting particles [30]. He used a lattice to model the global structure of these systems, where neighboring nodes represent interacting particles. Later in the 1920s, Wright created an approach called "path analysis" which uses directed graphs to model how genetic traits are generated in a population [84]. His analysis uses causal modeling to express dependencies between variables. Markov developed a theory of stochastic processes in which complex systems can be explained via a simple chain of dependencies [59]. His work established important notions about the relationship between conditional independence and graphical structures which would later become part of the theoretical foundation of graphical models.

It wasn't until the 1980s that graphical models finally became mainstream. This development was largely driven by research in artificial intelligence to design intelligent systems that rely on probabilistic reasoning. The theoretical foundation was pioneered by Judea Pearl who introduced mathematical tools for modeling causal relationships and performing probabilistic inference (see [64], [65]). Over the course of 100 years, this general framework has found applications in a wide variety of disciplines including bioinformatics, neuroscience, computer vision, statistical physics, economics, and computer science (see, e.g., [10], [22], [27], [47], [61]). Graphical models have become an important area of research as the need to model complex information continues to grow.

### 2.2 Graph Theory

A graph $G=(V, E)$ consists of a set vertices (or nodes) $V=\{1, \ldots, n\}$ and a set of edges $E$ which connect pairs of vertices. The edge set consists of either directed or undirected edges. Let $\{i, j\} \in E$ denote an undirected edge, while $(i, j) \in E$ denotes a directed edge. In this thesis, we mostly focuses on graphical models which involve undirected graphs. Thus, assume that the graph $G$ is undirected for the remainder of this section. In addition, we also assume that the graph does not contain self loops (i.e. $\{i, i\} \notin E$ ).

Let $\mathcal{N}(i)=\{j:\{i, j\} \in E\}$ be the set of neighbors of node $i$. The degree $d(i)$ of node $i \in V$ is given by $d(i)=|\mathcal{N}(i)|$, where $|\cdot|$ denotes the cardinality of a set. A path between two nodes $i, j \in V$ is a sequence of distinct neighboring vertices that starts at $i$ and ends at $j$. Let $E(i, j)$ be the set of all sequences of edges that form a path between nodes $i$ and $j$. A graph is called
connected if there exists a path between any pair of vertices. A cycle is a path from a node $i \in V$ back to itself, where the path consists of a sequence of distinct edges.

A clique is any fully connected subset of vertices (see Figure 2.1). A clique is maximal if it is not properly contained within any other clique. Let $C(G)$ be the set of all cliques in the graph $G$. The notion of a clique is especially useful in the study of graphical models because the structure of the distribution is closely related to the set $C(G)$.


Figure 2.1: Cliques from size 1 to 4

Next, we define several graphs that are extensively used through out this thesis. There are several other types of graphs discussed in this thesis, including simple cycles, grid graphs, and random graphs. However, the graphs in Definitions 2.2.1-2.2.3 play a more central role throughout this work.

Definition 2.2.1. A tree-structured graph is an undirected graph in which every pair of distinct vertices are connected by exactly one path.

Definition 2.2.2. A complete graph is an undirected graph in which every distinct pair of vertices is connected by an edge.

Definition 2.2.3. A bipartite graph is an undirected graph $G=(V \cup U, E)$ whose vertices can be divided into two disjoint sets (i.e. $V \cap U=\emptyset$ ). The edge set consists of pairs of vertices $\{i, j\} \in E$ such that $i \in V$ and $j \in U$.


Figure 2.2: Here we see a tree-structured graph on the left, a complete graph in the center, and a bipartite graph on the right.

### 2.3 Graphical Models

Graphical models provide a computational framework for problems that are probabilistic in nature and have an underlying graphical structure. In this section, we see that another important component of this model is that the global properties are governed by local interactions. The joint distribution is written as a product of local terms (i.e. potentials) that correspond to cliques in the graph. Each potential models interactions between variables corresponding to the clique. Given that this model was originally used to understand interacting particle systems, we use this as a canonical example to explain the intuition behind the rigorous definition.

Let $G=(V, E)$ be a graph with the vertex set $V=\{1, \ldots, n\}$, where each node represents a random variable in the system. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector such that each $X_{i} \in \Omega$ is a random variable defined over the set of possible outcomes $\Omega=\{1, \ldots, m\}$. Intuitively, each random variable represents a particle and the random vector represents the system. A configuration of the random vector is given by $x=\left(x_{1}, \ldots, x_{n}\right) \in \Omega^{n}$, where $x_{i} \in \Omega$ is the state of the $i$-th random variable. Let $x_{S}$ denote a configuration of a subset of random variables such that $S \subset V$. The probability of a configuration of the random vector $X$ is given by the joint distribution

$$
\begin{equation*}
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{\mathcal{C} \in C} \psi_{\mathcal{C}}\left(x_{\mathcal{C}}\right) \tag{2.1}
\end{equation*}
$$

where $Z$ is a normalization constant and $C \subset C(G)$ is a set of cliques. Each $\psi_{\mathcal{C}}: \Omega^{|\mathcal{C}|} \rightarrow \mathbb{R}$ is a nonnegative function referred to as a potential. The potentials encode dependencies among random
variables and model local interactions between particles.
The expressive power of graphical models makes them a natural framework for modeling problems in computer vision, machine learning, bioinformatics, and robotics (see, e.g., [13], [24], [54], [56], [92]). Some applications have a unique structure which is better suited for certain types of graphical models. In this thesis, we discuss three distinct types of graphical models, namely Bayesian networks, Markov random fields, and factor graph. The joint distribution in these special types of graphical models has the same form as Equation 2.1, but the structure of the graph and cliques differ. The remainder of this section reviews the three types of graphical models discussed in this thesis.

### 2.3.1 Bayesian Networks

Bayesian networks gained popularity in the 80s and 90s as research in artificial intelligence shifted towards designing intelligent systems that integrate expert knowledge and common sense into a systematic framework. They became the standard model for building expert systems due to their natural ability to encode causal relationships. Pearl was very influential in this paradigm shift with his work on causality [65]. In this work, he identifies several different types of causal relationships which are most naturally represented with a directed graph (see Figure 2.3) [70].

Let $G=(V, E)$ be a directed graph such that the edge set is a collection of ordered pairs of vertices $(i, j) \in E$. In a directed graph, each node $i \in V$ has a set children nodes denoted by $C h(i)=\{j:(i, j) \in E\}$ and parent nodes $P a(i)=\{k:(k, i) \in E\}$.


Figure 2.3: Fundamental types of causal relationships

Each node $i \in V$ in the graph represents a random variable $X_{i}$. A directed edge $(i, j) \in E$ indicates a dependency between the random variables $X_{i}$ and $X_{j}$. In this type of model, dependencies have a causal structure in the sense that the state of $X_{i}$ is dependent upon the states of its parents. Causal relationships between random variables are captured by conditional distributions, which act as the potentials in the model. The likelihood of a configuration of the random vector $X$ is given by

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{i \in V} \mathbb{P}\left(X_{i}=x_{i} \mid X_{P a(i)}\right) .
$$

Next we provide a concrete example of a Bayesian network and more closely describe the relationship between the topology of the graph and structure of the joint distribution. Note that we also discuss an example of an expert system built upon a Bayesian network in Section 2.5.3.

Example 2.3.1. Let $G=(V, E)$ be a directed graph with $V=\{1, \ldots, 6\}$ as shown in Figure 2.4. Let $X=\left(X_{1}, \ldots, X_{6}\right)$ be a random vector and let joint distribution be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \mathbb{P}\left(X_{1}\right) \mathbb{P}\left(X_{2} \mid X_{1}\right) \mathbb{P}\left(X_{3} \mid X_{2}, X_{5}\right) \mathbb{P}\left(X_{4} \mid X_{3}\right) \mathbb{P}\left(X_{5}\right) \mathbb{P}\left(X_{6} \mid X_{5}\right) .
$$

Each random variable in the model corresponds to a conditional distribution. One common practice is to define a conditional probability table (CPT) which stores all of these probabilities.


Figure 2.4: Directed graph from Example 2.3.1

### 2.3.2 Markov Random Fields

Markov random fields are the most popular type of graphical model and have been used in a wide variety of applications, especially computer vision and image analysis (see, e.g., [15], [57], [58], [91]). This type of graphical modes captures non-causal relationships between random variables on an undirected graph. This allows them to express certain dependencies that a Bayesian network cannot. In particular, Markov random fields are well-suited to expressing marginal dependence and conditional independence [23].

The joint distribution in a Markov random field has the same general form as Equation 2.1. One key difference is that the potentials must be strictly positive by Hammersly-Clifford Theorem [34]. One distinctive feature of this model is that it satisfies the local Markov property. This property describes a certain conditional independence property in terms of the topology of the graph. The main idea is that the conditional distribution of a random variable $X_{i}$ given the states of all other variables is equivalent to the conditional distribution of $X_{i}$ given its neighbors.

Definition 2.3.2. A random vector $X$ is a Markov random field with respect to the undirected graph $G=(V, E)$ if for all vertices $i \in V$,

$$
\mathbb{P}\left(X_{i} \mid X_{V \backslash i}\right)=\mathbb{P}\left(X_{i} \mid X_{\mathcal{N}(i)}\right) .
$$

Example 2.3.3. Let $G=(V, E)$ be an undirected graph with $V=\{1, \ldots, 7\}$ as shown in Figure 2.5. Let $X=\left(X_{1}, \ldots, X_{7}\right)$ be a random vector and let joint distribution be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \Psi_{12}\left(x_{1}, x_{2}\right) \Psi_{27}\left(x_{2}, x_{7}\right) \Psi_{2345}\left(x_{2}, x_{3}, x_{4}, x_{5}\right) \Psi_{456}\left(x_{4}, x_{5}, x_{6}\right)
$$



Figure 2.5: Undirected graph from Example 2.3.3

### 2.3.3 Energy-Based Models

Energy-based models are often used to model physical systems whose dynamics are governed by some underlying energy principles. The main components of this model are an undirected graph and energy defined with respect to the graph. The energy is a sum of cost functions (or potentials) that both model local interactions and incorporate prior information. In addition, the cost functions correspond to cliques in a graph, which makes this model closely related to Markov random fields. The discussion in this section describes energy-based models in the context of graph labelling.

Let $G=(V, E)$ be an undirected graph with the vertex set $V=\{1, \ldots, n\}$ and let $\Omega=$ $\{1, \ldots, m\}$ be a set of labels. A labelling of the vertices in the graph is given by $x=\left(x_{1} \ldots, x_{n}\right) \in$ $\Omega^{n}$, where $x_{i} \in \Omega$ denotes the label of node $i \in V$. We use $x_{S}$ to denote a labeling of a subset of nodes such that $S \subset V$. The cost (or energy) of a labeling $x$ is given by the Gibbs energy

$$
\begin{equation*}
E(x)=\sum_{i \in V} g_{i}\left(x_{i}\right)+\sum_{\{i, j\} \in E} h_{i j}\left(x_{i}, x_{j}\right), \tag{2.2}
\end{equation*}
$$

where $g_{i}$ and $h_{i j}$ are non-negative functions. The function $g_{i}: \Omega \rightarrow \mathbb{R}$ captures local information such as an observation of the label of a node $i$. The value of $g_{i}\left(x_{i}\right)$ is a cost for assigning label $x_{i}$ to node $i$. The function $h_{i j}: \Omega \times \Omega \rightarrow \mathbb{R}$ captures pairwise relationships and influences neighboring nodes to have compatible labels.

Energy-based models provide a computational framework for performing either probabilistic or non-probabilistic inference. Non-probabilistic inference involves determining the labeling that
minimizes the energy. Equivalently, one can define the joint distribution

$$
\begin{equation*}
\mathbb{P}(X=x)=\frac{1}{Z} e^{-E(x)}, \tag{2.3}
\end{equation*}
$$

where probabilistic inference involves obtaining the labeling that maximizes the distribution. One important realization is that the probabilistic version of this model is a pairwise Markov random field,

$$
\begin{aligned}
\mathbb{P}(X=x) & =\frac{1}{Z} e^{-E(x)} \\
& =\frac{1}{Z} \exp \left(-\sum_{i \in V} g_{i}\left(x_{i}\right)-\sum_{\{i, j\} \in E} h_{i j}\left(x_{i}, x_{j}\right)\right) \\
& =\frac{1}{Z} \prod_{i \in V} e^{-g_{i}\left(x_{i}\right)} \prod_{\{i, j\} \in E} e^{-h_{i j}\left(x_{i}, x_{j}\right)} \\
& =\frac{1}{Z} \prod_{i \in V} \phi_{i}\left(x_{i}\right) \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right)
\end{aligned}
$$

where $\phi_{i}\left(x_{i}\right)=\exp \left(-g_{i}\left(x_{i}\right)\right)$ and $\psi_{i j}\left(x_{i}, x_{j}\right)=\exp \left(-h_{i j}\left(x_{i}, x_{j}\right)\right)$. This is a useful observation because it can be leveraged to derive efficient algorithms that perform non-probabilistic inference in energy-based models.

### 2.3.4 Factor Graphs

Factor graphs are the most general class of graphical models since they explicitly represent arbitrary factorizations of distributions. This also makes them the most expressive graphical model since they incorporate higher order dependencies among variables. In this model, the joint distribution factors into a product of potential functions which encode statistical dependencies among arbitrary subsets of random variables. The structure of this distribution is represented by a bipartite graph referred to as a factor graph.

Let $G=(V \cup F, E)$ be an undirected bipartite graph with a set of variable nodes $V=\{1, \ldots, n\}$ and factor nodes $F=\{1, \ldots, k\}$. Variable nodes represent random variables, while factor nodes represent potentials. Given that the graph is bipartite, then $\mathcal{N}(i) \subset F$ when $i \in V$ and $\mathcal{N}(f) \subset V$ when $f \in F$. In this work, we use the convention that the letters $i, j, k$ denote a variable node
whereas $f, g, h$ denote a factor node.
Each factor node $f \in F$ is connected to some subset of variable nodes (i.e. $\mathcal{N}(f) \subset V)$. The factor captures statistical dependencies among these random variables, which are encoded in the potential function $\Psi_{f}: \Omega^{d(f)} \rightarrow \mathbb{R}$. Given that each factor corresponds to a potential, the joint distribution is written as a product over the factor nodes

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{f \in F} \Psi_{f}\left(x_{\mathcal{N}(f)}\right)
$$

Example 2.3.4. Let $G=(V \cup F, E)$ be a factor graph with the variable nodes $V=\{1,2,3,4,5\}$ and factor nodes $F=\{a, b, c, d\}$ as shown in Figure 2.6. Let $X=\left(X_{1}, \ldots, X_{5}\right)$ be a random vector and let the joint distribution be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \Psi_{a}\left(x_{1}\right) \Psi_{b}\left(x_{2}, x_{3}\right) \Psi_{c}\left(x_{1}, x_{2}, x_{4}\right) \Psi_{d}\left(x_{2}, x_{4}, x_{5}\right) .
$$

Each potential corresponds to a factor node and it is a function of the random variables corresponding to the neighbors of the factor node.


Figure 2.6: Factor graph from Example 2.3.4

Factor graphs are the most expressive type of graphical model and particularly well-suited for certain computations. Both Markov random fields and Bayesian networks can be easily transformed into an equivalent factor graph. In fact, this is a standard practice when performing probabilistic
inference. Given a Markov random field, each clique is identified with a factor node. Then vertices belonging to the clique are connected to the factor node (see Figure 2.4).


Figure 2.7: Factor graph representation of Markov random field from Example 2.3.3

Bayesian networks can also be easily transformed into a factor graph. Given a Bayesian network, let $i^{\prime} \in F$ be a factor node which is identified as a copy of node $i \in V$. Then node $i^{\prime}$ is connected to $i$ and the parents of this node (see Figure 2.8).


Figure 2.8: Factor graph representation of Bayesian network from Example 2.3.1

### 2.4 Probabilistic Inference

Probabilistic inference is a central computational challenge in many applications. Exact inference is generally intractable for arbitrary distributions, especially when the joint is defined over a large number of random variables. A major advantage of graphical models is that the structure of the joint distribution can be exploited to derive more efficient algorithms. As a result, graphical models also provide a computational framework which is supported by a suite of inference algorithms.

In this thesis, we focus on the two closely related inference tasks which frequently appear in applications. The first involves computing marginal distributions, while the second task is to determine the optimal configuration of the system.

1. Marginal Inference. Compute the marginal distribution of each random variable $i \in V$,

$$
\mathbb{P}\left(X_{i}=\tau\right)=\sum_{x_{V \backslash i}} \mathbb{P}(X=x) .
$$

2. Maximum a Posteriori (MAP) Inference. Determine the globally optimal state of the random vector,

$$
\hat{x}_{M A P}=\underset{x \in \Omega^{n}}{\arg \max } \mathbb{P}(X=x) .
$$

It is well-known that exact inference is NP-hard in both of these problems [14]. The reason being that the first involves summing over an exponential number of terms, while the latter involves optimizing over an exponential number of states. There are certain classes of graphical models in which these computations can be performed in polynomial time. For general models, it is essential to use an approximation algorithm.

Next we provide a literature review of important approaches to the inference problem. First, we describe several exact algorithms which are only applicable in certain settings. Then we discuss various algorithms that perform approximate inference which is a very active area of research. In Figure 2.9, we summarize the algorithms which are covered in this section.


Figure 2.9: Inference algorithms. On the left, we see exact algorithms in yellow boxes. On the right, we see approximate inference algorithms in the orange boxes.

### 2.4.1 Exact Algorithms

The discussion in this section focuses on algorithms that perform exact marginal inference. There are analogous versions of these algorithms that compute the MAP solution. In general, this version can be easily recovered by replacing each "sum" with a "max". Since these algorithms are so closely related, we simplify the discussion by focusing on marginal inference.

## Exact Inference

The main idea behind these exact inference algorithms is to reduce the computational complexity by directly manipulating the joint distribution. As an example, let $X=\left(X_{1}, \ldots, X_{4}\right)$ be a random vector with the joint distribution

$$
\mathbb{P}(X=x)=\frac{1}{Z} \psi_{1}\left(x_{1}\right) \psi_{1}\left(x_{1}, x_{2}\right) \psi_{2}\left(x_{2}, x_{3}\right) \psi_{3}\left(x_{3}, x_{4}\right),
$$

where the underlying graph is a chain with 4 nodes. The marginals are computed by fixing the value of one random variable, then summing over all possible states. The number of operations is exponential in the number of variables if this calculation is carried out naively. However, the
computational complexity can be reduced to polynomial time,

$$
\begin{aligned}
\mathbb{P}\left(X_{4}=\tau\right) & =\frac{1}{Z} \sum_{x_{1}} \sum_{x_{2}} \sum_{x_{3}} \psi_{1}\left(x_{1}\right) \psi_{1}\left(x_{1}, x_{2}\right) \psi_{2}\left(x_{2}, x_{3}\right) \psi_{3}\left(x_{3}, x_{4}\right) \\
& =\frac{1}{Z} \sum_{x_{3}} \psi_{3}\left(x_{3}, x_{4}\right) \sum_{x_{2}} \psi_{2}\left(x_{2}, x_{3}\right) \sum_{x_{1}} \psi_{1}\left(x_{1}\right) \psi_{1}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

Exact inference methods are derived by leveraging this observation to improve the computational complexity.

## Variable Elimination

The variable elimination algorithm performs exact inference by iteratively marginalizing (or eliminating) variables. The computation is carried by eliminating the innermost sum, then multiplying the result with the new innermost sum. This process is repeated until every variable has been marginalized. The main advantage of variable elimination is that it can be applied to arbitrary graphical models. In many cases, the algorithm can drastically reduce the computational complexity of exact inference. However, the run time is highly dependent upon the ordering of the sums. There are some efficient algorithms that find good orderings, but these methods are only applicable to low tree-width graphs. In general, determining the optimal visitation schedule is NP-hard [68].

## Belief Propagation

Although belief propagation shares some similarities with variable elimination, this algorithm carries out the calculations in a more elegant manner. The main idea is to use dynamic programming to break up the sum into subproblems. This results in a local message passing algorithm, where information is propagated throughout the graph by sending messages between neighboring nodes. Each message incorporates local information from the potential and messages from neighboring nodes (excluding the neighbor receiving the message). It is well-known that belief propagation performs exact inference when the graph is tree-structured. This turns out to be a major limitation of the algorithm because many real work networks contain cycles (i.e. loopy graphs).

## Junction Trees

The junction tree algorithm can be used to transform a loopy graph into a tree-structured graph. In a junction tree, each node corresponds to a subset of random variables as shown in Figure 2.10. The purpose of this construction is to eliminate cycles by clustering them into a single node. The details of this algorithm are a bit involved, but the main idea is to marginalize out certain variables within each cluster. If these cluster-level problems can be solved exactly, then belief propagation can be used to compute the exact marginals. This algorithm is very effective in certain settings, but it does not generalize well to arbitrary graphical models. One issue is that the complexity is highly dependent upon how the nodes are clustered. Although there are some algorithms that find good junction trees, the runtime has only been proven to be polynomial when the size of the largest clique is $\mathcal{O}(\log n)$ with $n$ being the number of vertices. In general, determining the optimal junction tree is NP-hard [3].


Figure 2.10: Here we see a graph on left and its junction tree on the right. In the junction tree, circles represent node clusters and rectangles are separating sets, which are sets of variables shared by neighboring clusters ${ }^{1}$.

## Graph Cuts

Graph cuts are a general class of algorithms that perform both exact and approximate MAP inference. The main idea behind this method is to define an energy-based model, then minimize the energy by solving a max flow problem. Although this algorithm is very popular in computer

[^1]vision, it is only guaranteed to perform exact inference in certain settings. Greig et al. (1989) showed that "binary" problems can be solved exactly with a single graph cut computation. Their algorithm involves maximizing the flow through an associated network after the introduction of a source and sink [32]. Ishikawa (2003) generalized this algorithm to first order Markov random fields with prior terms that are convex in terms of a linearly ordered label set [44].

### 2.4.2 Approximate Algorithms

Due to the computational complexity of performing exact inference, most efforts have been centered around developing approximation algorithms. There have been numerous approaches to this problem which broadly includes stochastic simulation, energy-based methods, and loopy belief propagation. In this section, we provide a brief description of each class of algorithms along with some advantages and limitations of each method.

## Stochastic Simulation

Stochastic simulation is a rich area of research which has been very active since the 1940s. This class of algorithms uses that statistical properties of a large number of random samples are deterministic when certain conditions are met. Sampling directly from an arbitrary distribution is often intractable, instead a common practice is to sample from a simpler proposal distribution. This technique leads to an exact solution as long as the proposal satisfies certain conditions. One approach is to use rejection sampling where samples are generated from the proposal (e.g. uniform distribution), then rejected according to a probability which depends upon how well the proposal approximates the target distribution. One issue is that this algorithm tends to have a high rejection rate when the distribution is high dimensional, which makes the method very inefficient. Importance sampling is one alternative where samples are drawn from a proposal that is roughly proportional to the target, then samples are reweighed in a principled way. One improvement is to use adaptive importance sampling in which statistical properties of the samples are used to iteratively update the proposal [1]. This general approach tends to work better than rejection sampling and is more efficient in the sense that all samples are used. However, one limitation is that choosing a good proposal is not straight forward and can be very difficult in some cases. In addition, the
rate of convergence is highly dependent upon the approximation quality of the proposal. In the context of graphical models, one disadvantage of sampling procedures is they are general purpose schemes that do no utilize the underlying graphical structure of the model.

Markov Chain Monte Carlo (MCMC) methods are a class of algorithms that similarly aim to generate samples from a target distribution. One important advantage of these algorithms is that they are better suited for sampling from high dimensional distributions. The main idea is to construct a Markov chain in which the stationary distribution is the target distribution. Then an approximation is obtained by using random walks to generate sequences of samples. As more samples are produced, the values more closely approximate the target distribution. In the MetropolisHastings algorithm, a current sample is used to generate a candidate sample which is accepted according to some probability. This probability is defined in such a way that samples are more likely to stay in high-density regions. Gibbs sampling is a special case of the Metropolis-Hastings algorithm in which samples are generated from the conditional distribution of each random variable [27]. This method is particularly well-suited for Markov random fields because each conditional is relatively simple due to the local Markov property. It can be shown that the sequence of samples constitutes a Markov chain, and the stationary distribution is exactly the target distribution [26]. Although these sampling algorithms are very popular, they are also notorious for being slow to converge. In addition, it can be difficult to determine how many iterations are necessary to obtain a good approximation.

## Energy-Based Methods

Variational methods are another general class of algorithms that perform approximate inference [46]. The main idea is to reformulate inference as an optimization problem, then use gradient descent to obtain the approximation [41]. In order to make inference tractable, the approximation is restricted to a more manageable class of distributions. The objective is to minimize the KLdivergence over this class, which is equivalently done by maximizing a lower bound known as the evidence lower bound (ELBO). One of the main advantages of variational inference is that it scales better and is more amenable to techniques like parallelization and GPU optimization. Since most implementations rely on stochastic gradient descent, variational methods are susceptible to common
pitfalls of this algorithm such as local minima, sensitivity to the initialization, and determining an optimal step size. Another challenge is that the approximation is dependent upon the chosen class of distributions. In general, more expressive families of distributions tend to result in more difficult optimization problems.

Graph cuts perform MAP inference by optimizing an objective function. There are certain problem instances where graph cuts compute the exact MAP solution, which were discussed in the previous section. In general, this class of algorithms is used to obtain an approximation of the MAP solution. One common approach is to initialize some solution, then iteratively perform moves that improve the quality of the solution. In the context of image analysis, a move refers to changing a pixel's label in order to decrease the energy. Boykov et al. (2001) use large moves referred to as $\alpha$-expansions and $\alpha \beta$-swaps which simultaneously change the labels of arbitrarily large sets of pixels [9]. Their expansion algorithm finds a labeling within a known factor of the global minimum, while the swap algorithm handles more general energy functions.

Quadratic pseduo-Boolean optimization (QPBO) is a combinatorial optimization method which is closely related to graph cuts. When an energy is a sum of unary and binary cost functions which are submodular and defined with respect to binary variables, the MAP solution can be obtained with a graph cut optimization. This optimization problem is known to be NP-hard when the energy is not sub-modular. One alternative is to replace non-submodular terms with a submodular approximation, then use exact methods to obtain an approximation. However, this generally produces sub-optimal results, especially when there are a large number of nonsubmodular terms [53]. Instead a more favorable alternative is to use the QPBO algorithm. This algorithm involves building an extended graph and introducing a set of auxiliary variables, then the approximation is obtained from the min cut of this graph is computed with a max-flow algorithm (see [8],[7]).

## Belief Propagation

Belief propagation was originally developed to perform exact inference in tree-structured graphs. However, there are many important problems in which the underlying graph contains cycles. In these applications, a common practice is to adapt the message passing scheme into a fixed point
iteration algorithm called loopy belief propagation. This algorithm performs approximate inference and there are numerous examples of it obtaining good approximations (see [5],[25]). Loopy belief propagation tends to work well when the underlying graph is locally tree-structured. Since this algorithm relies on fixed point iteration, its susceptible to common issues associated with this numerical scheme. When the underlying graph has many cycles, the message passing operator tends to have multiple fixed points. The local dynamics of each fixed point are often unpredictable. Some fixed points may be attractive, while other are repelling which often causes the scheme to fail. Even if the algorithm does converge, the resulting solution depends on the initialization and may not provide a good approximation.

### 2.5 Applications

The main objective of this section is to introduce several applications of graphical models and provide context for the inference problem. The applications discussed in this section also play a central role throughout this thesis. In Section 2.5.1, we introduce the Ising model from statistical physics. Section 2.5.2 discusses how graphical models are used to perform image analysis. Lastly, we conclude this chapter by providing an example of a medical diagnostic network in Section 2.5.3.

### 2.5.1 Ising and Spin Glass Model

The Ising model is a mathematical model of ferromagnetism in statistical mechanics. The model consists of a large number of interacting particles that are spatially arranged in a lattice. Particles have an atomic spin that can be in one of two distinct states (i.e. up or down). The dynamics of this physical system are driven by local interactions between neighboring particles and an external magnetic field. The Ising model aims to understand ferromagnetic interactions in which neighboring particles prefer to be in the same state. These dynamics are often complicated by an external magnetic field which defines a preferred state for each particle. Given that the dynamics are driven by physical interactions, it is most natural to model this system with an energy-based model. In this setting, neighboring particles with compatible spins have a lower energy and the system tends to the lowest energy.


Figure 2.11: Simple example of a spin glass model that lacks an external field. Particles are spatially arranged in a $3 \times 4$ grid graph and the spin of each particle is denoted by an arrow. Note that neighboring particles have opposite spins.

Let $G_{n, m}=(V, E)$ be an $n \times m$ grid graph with undirected edges. Particles correspond to vertices and edges connect interacting particles. Let $\Omega=\{-1,1\}$ be the set of possible orientations of a particle's spin. A configuration of the particle system is given by $x=\left(x_{1} \ldots, x_{n}\right) \in \Omega^{n}$, where $x_{i} \in \Omega$ denotes the state of particle $i \in V$. The energy of a configuration of the system is given by

$$
E(x)=-\sum_{i \in V} x_{i} y_{i}-\sum_{\{i, j\} \in E} \lambda_{i j} x_{i} x_{j} .
$$

The configuration $y=\left(y_{1}, \ldots, y_{n}\right)$ is an external field, where $y_{i}$ defines a local preference for each particle $i \in V$. The parameter $\lambda_{i j}$ is a coupling factor which influences interactions between neighboring particles $i, j \in V$. The magnitude of this parameter controls how strongly neighboring states are coupled and the sign determines whether neighbors prefer to be aligned or misaligned. An interaction between two particles is ferromagnetic when $\lambda_{i j}>0$ and anti-ferromagnetic when $\lambda_{i j}<0$. In the Ising model, the coupling terms are assumed to be positive so that all interactions are ferromagnetic. There is a more complicated version of this model called a spin glass model, where the coupling factors may be either positive or negative.

An important computational problem is determining the configuration of the system that minimizes the energy. This problem can be equivalently stated as performing MAP inference since minimizing an energy is equivalent to maximizing the corresponding energy-based joint distribution. There are a few special cases in which this problem can be solved exactly. For example, the model was solved exactly in 1-dimension by Ernest Ising in the mid 1920s [66]. Then the

2-dimensional case was solved by Onlager in the mid 1940s [63]. Later, it was discovered that the $n$-dimensional case can also be solved exactly with graph cuts [2].

In this thesis, we use spin glass models in our experimental evaluation of comparing the performance of various belief propagation algorithms. Spin glass models are a good test case because positive and negative coupling factors instigate both attractive and repulsive dynamics. This often makes approximate inference with message passing very difficult. For this reason, this model is generally used as a test case for approximate inference algorithms.

### 2.5.2 Image Analysis

Markov random fields are a natural framework for image analysis due to their ability to encode spatial dependencies between pixels and enforce image priors that capture spatial coherence. Images have an inherent graphical structure which is captured by a grid graph. This model has been used in many image analysis tasks including image segmentation, depth estimation, and image restoration (see, e.g., [15], [57], [58], [91]). These applications generally use an energy-based model, where the cost functions are tailored to the particular application and enforce certain image priors. The task is then formulated as finding a labelling of the vertices (pixels) of the graph (image) that minimize the energy. The cost functions are defined in such a way that the optimal labelling provides a good solution to the imaging problem.
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Figure 2.12: Here we see an image grid on the left and its corresponding grid graph on the right. Pixels in the image correspond to nodes in the graph and neighboring nodes correspond to adjacent pixels.

To formalize this approach, let $\mathcal{I}$ be an $n \times m$ image and let $G_{n, m}=(V, E)$ be an $n \times m$ grid graph that provides a graphical representation of the image. Each pixel corresponds to a node and the edges connect neighboring pixels as shown in Figure 2.12. Let $\Omega=\left\{\ell_{1}, \ldots, \ell_{k}\right\}$ be the set of possible labels, where the contents of this set depend upon the application. For example, binary labels are used in image segmentation and light intensity values from 0 to 255 are used in image restoration. Let $x=\left(x_{1}, \ldots, x_{n m}\right) \in \Omega^{n m}$ denote a labelling of the vertices of the graph and note that a labelling defines an image. The cost (or energy) of a labelling is given by the Gibbs energy

$$
E(x)=\sum_{i \in V} g_{i}\left(x_{i}\right)+\lambda \sum_{\{i, j\} \in E} h_{i j}\left(x_{i}, x_{j}\right) .
$$

The unary cost function $g_{i}: \Omega \rightarrow \mathbb{R}$ is generally used to encode information over individual pixels. For example, this function may incorporate a noisy observation of a label or a likelihood that defines a local preference for certain labels. The pairwise function $h_{i j}: \Omega \times \Omega \rightarrow \mathbb{R}$ enforces that the optimal labelling is smooth and consists spatially coherent regions. In practice, this function is usually either the $\ell^{1}$ - or $\ell^{2}$-distance.

In applications, the main computational objective is to perform MAP inference which involves determining a labelling of the vertices that minimizes the Gibbs energy. Exact inference is computationally intractable because images often have a large number of pixels and the set of labels may be large. Thus, it is essential to use approximate inference algorithms in these applications.

### 2.5.3 Medical Diagnostic Networks

Diagnostic inference is both a difficult and important problem which has attracted much attention in the last few decades. The objective is to design an intelligent system that assists in diagnosing a patient who exhibits some observed findings (or symptoms). Bayesian networks are a natural model for this task due to their ability to encode causal relationships into a systematic framework. The Quick Medical Reference (QMR) network is an example of a Bayesian network that models causal relationships between diseases and findings. This system uses a bipartite graph where diseases point to findings, which reflects the causal relationship between these variables. Each disease and finding pair has a corresponding conditional probability that represents the probability that a disease causes a finding to be present.


Figure 2.13: Simple example of a QMR network.

The QMR network is a directed bipartite graph $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$, where $\mathcal{D}=\{1, \ldots, n\}$ is a set of disease nodes and $\mathcal{F}=\{n+1, \ldots, m\}$ is a set of finding nodes. The set $\mathcal{E}$ is a collection of ordered pairs of vertices $(i, j) \in \mathcal{E}$ such that $i \in \mathcal{D}$ and $j \in \mathcal{F}$. Each pair is a directed edge which models that findings are dependent upon diseases. Let $D=\left(D_{1}, \ldots, D_{n}\right)$ and $F=\left(F_{n+1}, \ldots, F_{m}\right)$ be random vectors that represent the set of disease and finding nodes, respectively. Let $\Omega=\{0,1\}$ be the set of outcomes of each random variable. A configuration of the random vector $(D, F)$ is given by $(d, f)=\left(d_{1}, \ldots, d_{n}, f_{n+1}, \ldots, f_{m}\right) \in \Omega^{m}$. The likelihood of a configuration is given by the joint distribution

$$
\mathbb{P}(F=f, D=d)=\prod_{i} \mathbb{P}\left(F_{i}=f_{i} \mid \mathrm{Pa}(i)\right) \prod_{j} \mathbb{P}\left(D_{i}=d_{j}\right) .
$$

There are a number of underlying assumptions in this model that allow us to simplify the joint distribution. We return to this topic in Chapter 7, which provides a detailed overview of the QMR network.

The inference task is to estimate the conditional probability of a individual disease being present given an observation of findings. The outcome of this calculation provides a probabilistic explanation of the cause behind the observed findings. It has been proven that the computational complexity of exact inference is NP-hard [16]. Thus, it is essential to use approximate inference algorithms in these applications.

## CHAPTER 3

## Belief Propagation Algorithms

This chapter presents an introduction to the traditional belief propagation algorithms. There are two closely related variants of this algorithm which correspond to distinct inference tasks. The focus of Section 3.1 is to introduce the max-product algorithm which performs MAP inference, then Section 3.2 describes an equivalent version of this algorithm called the min-sum algorithm. In Section 3.3, we introduce the sum-product algorithm which performs marginal inference. Lastly, we provide a concise overview of recent developments in the belief propagation literature in Section 3.4.

### 3.1 Max-Product Algorithm

In this section, we present the max-product algorithm which performs MAP inference in a graphical model. Our objective is to both describe the intuition behind the algorithm, while also communicating its technical aspects. We discuss the MAP inference problem in Section 3.1.1, then provide a simple example in Section 3.1.2 that explains how and why the max-product algorithm works. In Sections 3.1.3 and 3.1.4, we present the max-product algorithm along with some discussion of its limitations.

### 3.1.1 Exact MAP Inference

Exact MAP inference in graphical models is computationally intractable because this problem is NP-hard. However, when the underlying graph is tree-structured, it is possible to derive an efficient
algorithm that performs exact inference in polynomial time. In this special case, the max-product algorithm leverages the structure of both the joint distribution and underlying graph to break up the calculation into subproblems. Then the solution is efficiently computed by recursively solving the subproblems with dynamic programming.

The max-product algorithm computes max-marginals of the joint distribution, then obtains the MAP solution by maximizing each individual function. The max-marginal of node $i \in V$ is given by

$$
\begin{equation*}
p_{i}\left(x_{i}\right)=\max _{x_{V \backslash i}} \mathbb{P}(X=x) . \tag{3.1}
\end{equation*}
$$

The value $p_{i}\left(x_{i}\right)$ specifies the maximum probability of a configuration of the random vector when the state of the $i$-th random variable is $x_{i}$. As long as there are no ties, the exact MAP solution $\hat{x}_{\mathrm{MAP}}:=\underset{x}{\arg \max } \mathbb{P}(X=x)$ can be obtained by computing

$$
\begin{equation*}
\hat{x}_{i}=\arg \max _{\tau \in \Omega} p_{i}(\tau) \quad \forall i \in V \tag{3.2}
\end{equation*}
$$

### 3.1.2 Simple Derivation of Messages

Let $G=(V, E)$ be the undirected graph in Figure 3.1 and let $V=\{1, \ldots, 5\}$ be the set of vertices. Let $X=\left(X_{1}, \ldots, X_{5}\right)$ be a random vector and $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes of each random variable. Let the joint distribution of this Markov random field be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right) .
$$

where $Z$ is a normalization constant.


Figure 3.1: Simple tree-structured graph. Node 1 is highlighted to emphasize that the main focus is to compute the max-marginal of this node.

The purpose of this simple example is to explain the connection between dynamic programming and message passing. Since the algorithms are derived by analyzing the structure of the calculation, we proceed in this manner by computing the max-marginal of node 1 .

$$
\begin{aligned}
p_{1}\left(x_{1}\right) & =\max _{x_{2}} \max _{x_{3}} \max _{x_{4}} \max _{x_{5}}\left\{\psi_{12}\left(x_{1}, x_{2}\right) \psi_{15}\left(x_{1}, x_{5}\right) \psi_{23}\left(x_{2}, x_{3}\right) \psi_{24}\left(x_{2}, x_{4}\right)\right\} \\
& =\max _{x_{5}}\left\{\psi_{15}\left(x_{1}, x_{5}\right) \max _{x_{2}}\left\{\psi_{12}\left(x_{1}, x_{2}\right) \max _{x_{3}}\left\{\psi_{23}\left(x_{2}, x_{3}\right) \max _{x_{4}} \psi_{24}\left(x_{2}, x_{4}\right)\right\}\right\}\right\} .
\end{aligned}
$$

Since $x_{1}$ is a constant and the max over $x_{5}$ is disjoint from the rest, this expression can be simplified as a product of maxes.

$$
=\left(\max _{x_{5}} \psi_{15}\left(x_{1}, x_{5}\right)\right)\left(\max _{x_{2}}\left\{\psi_{12}\left(x_{1}, x_{2}\right) \max _{x_{3}}\left\{\psi_{23}\left(x_{2}, x_{3}\right) \max _{x_{4}} \psi_{24}\left(x_{2}, x_{4}\right)\right\}\right\}\right)
$$

Similarly, the maximizations over $x_{3}$ and $x_{4}$ are also disjoint, so the expression within the max over $x_{2}$ can also be simplified as a product of maxes.

$$
\begin{equation*}
=(\underbrace{\max _{x_{5}} \psi_{15}\left(x_{1}, x_{5}\right)}_{m_{51}\left(x_{1}\right)})(\underbrace{\max _{x_{2}}\{\psi_{12}\left(x_{1}, x_{2}\right)(\underbrace{\max _{x_{3}} \psi_{23}\left(x_{2}, x_{3}\right)}_{m_{32}\left(x_{2}\right)})(\underbrace{\operatorname{sax}_{x_{4}} \psi_{24}\left(x_{2}, x_{4}\right)}_{m_{42}\left(x_{2}\right)})\}}_{m_{21}\left(x_{1}\right)}) \tag{3.3}
\end{equation*}
$$

Computing the max-marginals can be realized as a succession of subproblems $m_{i j}\left(x_{j}\right)$ which can be efficiently solved with dynamic programming. This approach drastically reduces the computational complexity from $\mathcal{O}\left(N^{5}\right)$ if the calculation is carried out naively to $\mathcal{O}\left(N^{2}\right)$.


Figure 3.2: Local message passing on a graph. Here we emphasize the messages that are used to compute the max-marginal of node 1.

The subproblems are derived by exploiting that some maximizations are disjoint and can be simplified as a product of maxes. The max-product algorithm leverages this pattern to simplify the calculation as a succession of recursive subproblems. In the context of belief propagation, each subproblem is referred to as a message. Messages are sent between neighboring nodes, where $m_{i j}\left(x_{i}\right)$ denotes the message sent from node $i$ to $j$.

The max-marginal of node 1 can be efficiently computed with local message passing as shown in Figure 3.2. The first step is to compute messages sent from the leaves of the graph rooted at node 1. Once a node receives a message, it sends messages to its other neighbors. The process repeats until node 1 receives messages from all of its neighbors. Although this procedure efficiently computes the max-marginal of node 1 , the max-marginals of every node must be computed to obtain the MAP solution. If we repeat the same derivation for every max-marginal, some of the exact same messages reappear. Thus, the max-marginals can be more efficiently obtained by computing all messages sent between neighboring nodes in parallel.

### 3.1.3 Markov Random Fields

Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector and $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes for each random variable. Let $G=(V, E)$ be an undirected graph with the set of vertices $V=$ $\{1, \ldots, n\}$, where each node represents a random variable. In a pairwise Markov random field, the joint distribution is

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{i \in V} \phi_{i}\left(x_{i}\right) \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right),
$$

The unary potential $\phi_{i}: \Omega \rightarrow \mathbb{R}$ captures local information such as an observation of the random variable $X_{i}$. The binary potential $\psi_{i j}: \Omega \times \Omega \rightarrow \mathbb{R}$ encodes a statistical dependency between the random variables $X_{i}$ and $X_{j}$. Our initial discussion of the max-product algorithm focuses on pairwise models, where the joint distribution is comprised of unary and binary potentials.

MAP inference is a central computational challenge in many applications involving graphical models. When the graph is tree-structured, the max-product algorithm computes the maxmarginals for each random variable in polynomial time. The main idea behind this algorithm is to use dynamic programming to break up the calculation into subproblems. This results in a local message passing algorithm, where information is propagated throughout the graph via messages passing between neighboring nodes as illustrated in Figure 3.3.

Let $m_{i j} \in \mathbb{R}^{N}$ be the message sent from node $i$ to $j$. For arbitrary tree-structured graphs, messages are computed with the max-product equations

$$
m_{i j}\left(x_{j}\right)=\max _{x_{i}}\left\{\phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right)\right\} .
$$

This equation is a generalization of the messages from Equation (3.3) in the previous section. Each message incorporates local information from the potentials along with messages received from the other neighbors. Intuitively, the message $m_{i j}$ provides information regarding what state node $i$ thinks $X_{j}$ should be in, where large values of $m_{i j}\left(x_{j}\right)$ correspond to favorable states. The messages are often normalized for numerical reasons, in which case $m_{i j}$ is a distribution over the set of possible states.


Figure 3.3: Illustration of message passing on a graph. We see that the message sent from the node $i$ to $j$ aggregates messages from all other neighbors of $i$.

After a node receives a message from each of its neighbors, the incoming messages are combined to compute belief functions for each node. Let $b_{j}: \Omega \rightarrow[0,1]$ be the belief function of node $j$ such that

$$
\begin{equation*}
b_{j}\left(x_{j}\right)=\phi_{j}\left(x_{j}\right) \prod_{i \in \mathcal{N}(j)} m_{i j}\left(x_{j}\right) \tag{3.4}
\end{equation*}
$$

A classical result in the belief propagation literature is that $b_{j}$ is the exact max-marginal of node $j \in V$ when the graph is tree-structured [64]. In this case, the MAP solution can be obtained by maximizing each belief function individually.

When the graph contains cycles, this algorithm can be adapted into a fixed point iteration scheme referred to as loopy belief propagation. In this setting, the message passing equations are used to define an operator that facilitates message passing between all neighboring nodes in the graph. The message passing operator acts on the product space

$$
\mathcal{M}:=\bigotimes_{i \in V} \bigotimes_{j \in \mathcal{N}(i)} \mathbb{R}_{+}^{|\Omega|}
$$

Let $m \in \mathcal{M}$ be a vector which consists of all messages sent between neighboring nodes in the graph.
Definition 3.1.1. The message passing operator $P: \mathcal{M} \rightarrow \mathcal{M}$ in the max-product algorithm is $P=N Q . Q$ computes new messages using the max-product equation and $N$ normalizes each message to sum to one.

$$
\begin{aligned}
& (Q m)_{i j}\left(x_{j}\right)=\max _{x_{i}}\left\{\phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right)\right\} \\
& (N m)_{i j}\left(x_{j}\right)=\frac{m_{i j}\left(x_{j}\right)}{\sum_{\tau \in \Omega} m_{i j}(\tau)}
\end{aligned}
$$

Note that the message updates are normalized to prevent numerical overflow. Since the messages and beliefs are only scaled by a constant, normalizing simply scales the resulting beliefs. In loopy belief propagation, the messages are initialized as $m^{(0)} \in \mathcal{M}$ and repeatedly updated by using the
fixed point iteration scheme:

$$
m^{(\ell+1)}=P m^{(\ell)}
$$

where $\ell \in \mathbb{N}$ is the number of iterations. In practice, this scheme is either run for a large number of iterations or stopped once the messages have sufficiently converged. The resulting messages $m^{(\ell)}$ are then used to compute beliefs $b_{j}^{(\ell)}$ for every node.

Definition 3.1.2. The belief $b_{j}^{(\ell)}: \Omega \rightarrow[0,1]$ of node $j \in V$ after $\ell$ iterations is given by

$$
\begin{equation*}
b_{j}^{(\ell)}\left(x_{j}\right)=\kappa \phi_{j}\left(x_{j}\right) \prod_{i \in \mathcal{N}(j)} m_{i j}^{(\ell)}\left(x_{j}\right) \tag{3.5}
\end{equation*}
$$

where $\kappa$ is a normalization constant.

The beliefs are an approximation of the exact max-marginals and can be used to obtain an approximate MAP solution $\tilde{x}_{M A P} \in \Omega^{n}$ such that

$$
\tilde{x}_{i}:=\underset{x_{i}}{\arg \max } b_{i}^{(\ell)}\left(x_{i}\right)
$$

Belief propagation has gained popularity within the artificial intelligence community since it obtains a good approximation to the MAP solution in certain settings such as error correcting codes and image analysis (see, e.g., [11],[19],[21],[25],[74]). However, belief propagation is also notorious for failing to converge, being sensitive to the message initialization, and returning an inaccurate estimate of the MAP solution. These problems are the main motivations behind the developments in this thesis as well as many other works over the last few decades.

One general approach is to consider belief propagation as a discrete-time map, then utilize ideas from the theory of dynamical systems to understand the behavior of this algorithm. This is a natural approach to this problem because the messages are updated with the fixed point iteration scheme:

$$
m^{(\ell)}:=P m^{(\ell)}
$$

where $m^{(0)} \in \mathcal{M}$ is the message initialization. If the messages converge, they provide an approximation of a solution (i.e. fixed point) of the fixed point equation $P m=m$. It is well-known that this equation always has at least one solution when the potentials are positive [39]. There are a
number of works that have studied how the topology of the graph and potentials affect the number of solutions. In general, graphical models with strong couplings between random variables and graphs with more cycles tend to have more fixed points. We return to this topic in Section 3.4, where we go into more detail on the findings from the literature.

Although the fixed point equation $P m=m$ is guaranteed to have at least one solution, it is often very difficult to obtain any solution with loopy belief propagation. The local dynamics of the fixed points are often unpredictable. Some fixed points may be attractive, while others are repelling which often causes the messages to oscillate. One numerical method that improves the performance of this algorithm is to stabilize the scheme by taking a convex combination of the messages from the previous and current iteration. In the belief propagation literature, this modification is referred to as damped belief propagation ${ }^{1}$.

Definition 3.1.3. The damping operator $P_{\alpha}: \mathcal{M} \rightarrow \mathcal{M}$ in the max-product algorithm is

$$
P_{\alpha} m=(1-\alpha) P m+\alpha m,
$$

where $\alpha \in(0,1)$ is the damping factor.

In practice, this scheme often prevents the messages from oscillating and converges to a fixed point faster than loopy belief propagation when both algorithms converge [69]. In Section 3.2, we provide an example where damping effectively prevents the messages from oscillating. However, the theoretical understanding of damped belief propagation is very limited. One general result is that this scheme converges when the operator is non-expansive and defined over a closed, bounded compact subset of a Hilbert space (see [4],[67]). However, the message passing operator in loopy belief propagation is generally expansive with a Lipschitz constant much greater than one. There are many problems where damping is not enough to prevent oscillations. In the next chapter, we provide an example of a graphical model where damped belief propagation does not converge for any damping factor that we tried.

[^2]
### 3.1.4 Factor Graphs

Next we present the factor graph version of the max-product algorithm. The message passing scheme is similar, but one key difference is that both factor and variable nodes send messages. Although this complicates the analysis, most results on pairwise models extend to this more general case.

Let $G=(V \cup F, E)$ be an undirected bipartite graph with the set of variable nodes $V=$ $\{1, \ldots, n\}$ and factor nodes $F=\{1, \ldots, m\}$. In this thesis, variable and factor nodes are concisely referred to as variables and factors, respectively. In addition, we use the convention that the letters $i, j, k$ denote variables whereas $f, g, h$ denote factors. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector and let $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes of each random variable. Now consider the joint distribution

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{f \in F} \Psi_{f}\left(x_{\mathcal{N}(f)}\right)
$$

Let $\mu_{f \rightarrow i} \in \mathbb{R}^{N}$ be the message sent from factor $f$ to variable $i$ and let $\nu_{i \rightarrow f} \in \mathbb{R}^{N}$ be the message sent from $i$ to $f$. Note that we use $\mu$ as opposed to $m$ to distinguish between messages sent on factor graphs versus Markov random fields. When the factor graph is tree-structured, the messages are computed as

$$
\begin{aligned}
\nu_{i \rightarrow f}\left(x_{i}\right) & =\prod_{g \in \mathcal{N}(i) \backslash f} \mu_{g \rightarrow i}\left(x_{i}\right) \\
\mu_{f \rightarrow i}\left(x_{i}\right) & =\max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)\right\} .
\end{aligned}
$$

The semantic meaning of each message is slightly different in the case of a factor graph. Intuitively, the message $\mu_{f \rightarrow i}$ provides information regarding what state the other neighbors of factor $f$ think the random variable $X_{i}$ should be in, where large values of $\mu_{f \rightarrow i}\left(x_{i}\right)$ correspond to favorable states. The message $\nu_{i \rightarrow f}$ communicates what state node $i$ thinks that the other neighbors of factor $f$ should be in. The incoming messages at each variable are multiplied together to compute a belief
function $b_{i}: \Omega \rightarrow \mathbb{R}_{+}$given by

$$
b_{i}\left(x_{i}\right)=\kappa \prod_{f \in \mathcal{N}(i)} \mu_{f \rightarrow i}\left(x_{i}\right) \quad \forall i \in V
$$

where $\kappa$ is a normalization constant. When the factor graph is tree-structured, the beliefs are the exact max-marginals.


Figure 3.4: Illustration of message passing on a factor graph. Circles represent variable nodes and squares represent factor nodes. On the left, we see that the message sent from $f$ to $i$ aggregates messages from all other neighbors of $f$. On the right, we see that the message sent from $i$ to $f$ also aggregates messages from the other neighbors.

When the graph contains cycles, this algorithm can be adapted into a fixed point iteration scheme. In this setting, the message passing equations are used to define operators that facilitate message passing between all neighboring nodes in the graph. The message passing operators act on the product space

$$
\mathcal{M}:=\bigotimes_{f \in F} \bigotimes_{i \in \mathcal{N}(f)} \mathbb{R}_{+}^{N}
$$

Let $\mu \in \mathcal{M}$ be a vector which consists of all messages sent from factors to variables and let $\nu \in \mathcal{M}$ consist of all messages sent from variables to factors.

Definition 3.1.4. The message passing operator $T: \mathcal{M} \rightarrow \mathcal{M}$ in the max-product algorithm that computes messages sent from variables to factors is

$$
(T \mu)_{i \rightarrow f}\left(x_{i}\right)=\prod_{g \in \mathcal{N}(i) \backslash f} \mu_{g \rightarrow i}\left(x_{i}\right) .
$$

Definition 3.1.5. The message passing operator $P: \mathcal{M} \rightarrow \mathcal{M}$ in the max-product algorithm that computes messages sent from factors to variables is $P=N Q . Q$ computes new messages using the sum-product equation and $N$ normalizes the messages.

$$
\begin{aligned}
& (Q \nu)_{f \rightarrow i}\left(x_{i}\right)=\max _{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right)\left\{\prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)\right\} \\
& (N \nu)_{f \rightarrow i}\left(x_{i}\right)=\frac{\nu_{i \rightarrow f}\left(x_{i}\right)}{\sum_{\tau \in \Omega} \nu_{i \rightarrow f}(\tau)} .
\end{aligned}
$$

Definition 3.1.6. The message passing operator $D: \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{M} \times \mathcal{M}$ updates all messages in parallel,

$$
D(\mu, \nu)=(P \nu, T \mu) .
$$



Figure 3.5: Illustration of message updates in loopy belief propagation. Column vectors show the two sets of messages computed on each iteration. Arrows represent either $T$ or $P$, depending on the color. The initial point on an arrow indicates the input to the respective operator and the end points to the output.

In loopy belief propagation, the messages are initialized with $\mu^{(0)}, \nu^{(0)} \in \mathcal{M}$, then repeatedly updated via the fixed point iteration scheme

$$
\left(\mu^{(\ell+1)}, \nu^{(\ell+1)}\right):=D\left(\mu^{(\ell)}, \nu^{(\ell)}\right),
$$

where $\ell \in \mathbb{N}$ denotes the number of iterations. The algorithm terminates when the messages converge to a solution of the following system of nonlinear equations

$$
\begin{aligned}
\mu & =P \nu \\
\nu & =T \mu .
\end{aligned}
$$

It is important to note that a solution to this system of equations can also be realized as a fixed point of the system $P T \mu=\mu$ (also note that $P T \mu^{(\ell+1)}=\mu^{(\ell)}$ ). This system of equations is guaranteed to have at least one solution when the potentials are strictly positive [86]. Once the algorithm converges, the messages are used to compute beliefs.

Definition 3.1.7. Let $b_{i}^{(\ell)}: \Omega \rightarrow(0,1)$ be the belief of $i \in V$ be given by,

$$
b_{i}^{(\ell)}\left(x_{i}\right)=\kappa \prod_{f \in \mathcal{N}(i)} \mu_{f \rightarrow i}^{(\ell)}\left(x_{i}\right)
$$

with $\kappa$ being a normalization constant.

The factor graph version of the max-product algorithm suffers from the same problems discussed in the last section, namely multiple fixed points, instability, and sensitivity to the initialization of the messages. Similarly, damping is often used as an attempt to stabilize the message passing dynamics.

Definition 3.1.8. The damping operator $D_{\alpha}: \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{M} \times \mathcal{M}$ is

$$
D_{\alpha}(\mu, \nu)=((1-\alpha) \nu+\alpha T \mu,(1-\alpha) \mu+\alpha P \nu)
$$

where $\alpha \in(0,1)$ is the damping factor.

### 3.2 Min-Sum Algorithm

Next we present the min-sum algorithm which also performs MAP inference in graphical models. MAP inference is an interesting problem which differentiates itself from marginal inference by having an equivalent, alternative form. MAP inference can be performed by either maximizing
the joint distribution or minimizing a closely related energy function. This alternative form is more natural for certain applications and also provides additional insight on the behavior of belief propagation.

### 3.2.1 Energy-Based MAP Inference

Let $E(x)=-\log \mathbb{P}(X=x)$ be an energy function. The energy-based formulation of the MAP inference problem is often preferred because it is less sensitive to numerical artifacts.

The minimization problem can be solved in an analogous manner by computing min-marginals, then minimizing each individual function. The min-marginal of node $i \in V$ is given by

$$
q_{i}\left(x_{i}\right)=\min _{x_{V \backslash i}} E(x) .
$$

The value $q_{i}\left(x_{i}\right)$ specifies the optimal cost of a labeling where the $i$-th node is labelled as $x_{i}$. As long as there are no ties, the MAP solution $\hat{x}_{M A P} \in \Omega^{n}$ can be obtained as

$$
\hat{x}_{i}=\arg \min _{\tau \in \Omega} q_{i}(\tau) \quad \forall i \in V .
$$

Computing exact min-marginals in an energy-based model is also NP-hard. However, when the graph is tree-structured, the min-marginals can be computed efficiently by exploiting the relationship between energy-based models and Markov random fields. One corollary of this relationship is that the min-marginals can be written in terms of the corresponding max-marginals,

$$
\begin{aligned}
q_{i}\left(x_{i}\right) & =\min _{x_{V \backslash i}} E(x) \\
& =\min _{x_{V \backslash i}} \log \mathbb{P}(X=x) \\
& =-\log \max _{x_{V \backslash i}} \mathbb{P}(X=x) \\
& =-\log p_{i}\left(x_{i}\right)
\end{aligned}
$$

where $p_{i}$ is the max-marginal of node $i \in V$. Note that the normalization constant in the distribution
can be ignored since it does not affect the MAP solution. This relationship implies that the maxproduct algorithm can be adapted into an equivalent algorithm that computes min-marginals.

### 3.2.2 Message Passing Algorithm

The min-sum algorithm is a local message passing algorithm that computes exact min-marginals when the underlying graph is tree-structured. In this algorithm, messages are computed with the min-sum equation

$$
m_{i j}\left(x_{j}\right)=\min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\sum_{k \in N(i) \backslash j} m_{k i}\left(x_{i}\right)\right\},
$$

which is the negative log version the max-product equations. Intuitively, the message $m_{i j}$ provides information regarding what label node $i$ thinks that its neighbor $j$ should be given, where small values of $m_{i j}\left(x_{j}\right)$ correspond to favorable labels.

The incoming messages at each node are summed together to compute a belief function $b_{j}$ : $\Omega \rightarrow \mathbb{R}$ given by

$$
b_{j}\left(x_{j}\right)=g_{j}\left(x_{j}\right)+\sum_{i \in N(j)} m_{i j}\left(x_{j}\right) .
$$

For tree-structured graphs the definition of messages in terms of other messages leads to a unique solution that can be obtained by starting from the leaves of the graph. In this case, the resulting beliefs are exactly the min-marginals of the energy. Thus, the optimal labelling can be obtained by minimizing each belief function individually.

When the graph contains cycles, the min-sum equations can be used to define a message passing operator that updates all the messages sent between nodes in the graph in parallel (sequential update versions are also commonly used in practice).

Definition 3.2.1. The message passing operator $Q: \mathcal{M} \rightarrow \mathcal{M}$ in the min-sum algorithm is $Q=$ $N P . P$ computes new messages using the min-sum equation and $N$ centers each message so the resulting vectors have mean zero.

$$
(P m)_{i j}\left(x_{j}\right)=\min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\sum_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right)\right\},
$$

$$
(N m)_{i j}\left(x_{j}\right)=m_{i j}\left(x_{j}\right)-\frac{1}{|\Omega|} \sum_{\tau \in \Omega} m_{i j}(\tau) .
$$

Although the min-sum algorithm has been successfully used in a variety of applications, the algorithm is not guaranteed to converge. Similarly, damping is often used to stabilize the fixed point iteration scheme. Next we provide a simple example where damping prevents the messages from oscillating.

Example 3.2.2. Let $G=(V, E)$ be a cycle with four nodes and let $\Omega=\{-1,1\}$. Suppose that $y=(1,-1,1,-1)$ is an "external field" that defines a local preference for the label of each vertex. Define the cost functions,

$$
g_{i}\left(x_{i}\right)=-y_{i} x_{i} \quad \text { and } \quad h_{i j}\left(x_{i}, x_{j}\right)=-x_{i} x_{j} .
$$

We applied both damped and undamped belief propagation to this example and show the resulting beliefs in Figure 3.6.


Figure 3.6: On the left, we see that the belief oscillates when non-damped belief propagation is applied to this example. On the right, we see that damped belief propagation stabilizes the oscillations and the belief converges.

In general, damped belief propagation appears to converge more often when compared to nondamped belief propagation, but the approach is still not guaranteed to converge. In the next chapter, we show an example where damped belief propagation does not converge for any damping factor that we tried.

### 3.3 Sum-Product Algorithm

The main objective of this section is to present the sum-product algorithm. In Section 3.3.1, we discuss the marginal inference problem, then provide a simple example that explains how and why the algorithm works. Sections 3.3.2 and 3.3.3 present the Markov random field and factor graph versions of the sum-product algorithm, respectively.

### 3.3.1 Marginal Inference

In marginal inference, the objective is to compute

$$
\mathbb{P}\left(X_{i}=x_{i}\right)=\frac{1}{Z} \sum_{x_{V \backslash i}} \mathbb{P}(X=x) .
$$

This objective bears a close resemblance to MAP inference in the sense that they both involve a calculation over every configuration of the random vector. In fact, we can simplify the calculation in the exact same manner by exploiting the unique structure of the joint distribution.

Next we use the same graphical model from Section 3.1.2 to describe how and why the algorithm works. Since the algorithm is derived by analyzing the structure of the calculation, we proceed in this manner by computing the marginal of node 1 .

$$
\begin{aligned}
\mathbb{P}\left(X_{1}=x_{1}\right) & =\frac{1}{Z} \sum_{x_{5}} \sum_{x_{4}} \sum_{x_{3}} \sum_{x_{2}} \psi_{15}\left(x_{1}, x_{5}\right) \psi_{23}\left(x_{2}, x_{3}\right) \psi_{24}\left(x_{2}, x_{4}\right) \\
& =\frac{1}{Z} \sum_{x_{5}}\left(\psi_{15}\left(x_{1}, x_{5}\right) \sum_{x_{2}}\left(\psi_{12}\left(x_{1}, x_{2}\right) \sum_{x_{3}}\left(\psi_{23}\left(x_{2}, x_{3}\right) \sum_{x_{4}} \psi_{24}\left(x_{2}, x_{4}\right)\right)\right)\right),
\end{aligned}
$$

Several of these sums are disjoint and can be written as a product of sums,

$$
\begin{equation*}
=\frac{1}{Z}(\underbrace{\sum_{x_{5}} \psi_{15}\left(x_{1}, x_{5}\right)}_{m_{51}\left(x_{1}\right)})(\underbrace{\sum_{x_{2}} \psi_{12}\left(x_{1}, x_{2}\right)(\underbrace{\sum_{x_{3}} \psi_{23}\left(x_{2}, x_{3}\right)}_{m_{32}\left(x_{2}\right)})(\underbrace{\sum_{x_{4}} \psi_{24}\left(x_{2}, x_{4}\right)}_{m_{42}\left(x_{2}\right)})}_{m_{21}\left(x_{1}\right)} . \tag{3.6}
\end{equation*}
$$

Similar to the case of computing max-marginals, the calculation can be reduced to computing a series of messages $m_{i j}\left(x_{j}\right)$. The messages are derived by exploiting that some sums are disjoint
and can be simplified as a product of sums. The sum-product algorithm leverages this pattern to simplify the calculation. Next we generalize these message passing equations to the case of an arbitrary graph.

### 3.3.2 Markov Random Fields

Let $G=(V, E)$ be an undirected graph with the set of vertices $V=\{1, \ldots, n\}$. Let $X=$ $\left(X_{1}, \ldots, X_{n}\right)$ be a random vector and $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes for each random variable. In a pairwise Markov random field, the joint distribution is

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{i \in V} \phi_{i}\left(x_{i}\right) \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right),
$$

where $Z$ is a normalization constant.
When the factor graph is tree-structured, the sum-product algorithm can be used to efficiently compute the marginals. In this case, messages are computed with the sum-product equations

$$
m_{i j}\left(x_{j}\right)=\sum_{x_{i}} \phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right) .
$$

After a node receives a message from each of its neighbors, the incoming messages are combined to compute beliefs by using Equation 3.4. Similar to the case of max-product algorithm, the beliefs are the exact marginals when the graph is tree-structured [64].

When the graph contains cycles, the sum-product equation can be adapted into a message passing operator. The operator used in this version of belief propagation is nearly the same as the max-product algorithm. The only difference is that it includes a "sum" as opposed to a "max".

Definition 3.3.1. The sum-product message passing operator $S: \mathcal{M} \rightarrow \mathcal{M}$ that computes messages sent from factors to variables is $S=N R . R$ computes new messages with the sum-product equation
and $N$ normalizes messages.

$$
\begin{aligned}
& (R m)_{i j}\left(x_{j}\right)=\sum_{x_{i}} \phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right) \\
& (N m)_{i j}\left(x_{j}\right)=\frac{m_{i j}\left(x_{j}\right)}{\sum_{\tau \in \Omega} m_{i j}(\tau)}
\end{aligned}
$$

In loopy belief propagation the messages are initialized, then repeatedly updated by using fixed point iteration with the operator $S$. If the algorithm converges, the messages are used to compute beliefs by using Definition (3.1.2). The beliefs then provide an approximation to the marginals. The sum-product algorithm (even with damping) suffers from the exact same issues as the max-product algorithm, namely the messages often fail to converge, the operator can have multiple fixed points, and the resulting fixed point may depend on the initialization of messages.

### 3.3.3 Factor Graphs

In this section, we present the factor graph version of the the sum-product algorithm. Most details of this algorithm are very closely related to the factor graph version of the max-product algorithm. In order to avoid being repetitive, we simply define the message passing operators used in this algorithm.

Definition 3.3.2. The sum-product message passing operator $T: \mathcal{M} \rightarrow \mathcal{M}$ that computes messages sent from variables to factors is

$$
(T \mu)_{i \rightarrow f}\left(x_{i}\right)=\prod_{g \in \mathcal{N}(i) \backslash f} \mu_{g \rightarrow i}\left(x_{i}\right) .
$$

Definition 3.3.3. The sum-product message passing operator $S: \mathcal{M} \rightarrow \mathcal{M}$ that computes messages sent from factors to variables is $S=N R . R$ computes new messages using the sum-product equation
and $N$ normalizes messages.

$$
\begin{aligned}
& (R \nu)_{f \rightarrow i}\left(x_{i}\right)=\sum_{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right) \\
& (N \nu)_{f \rightarrow i}\left(x_{i}\right)=\frac{\nu_{i \rightarrow f}\left(x_{i}\right)}{\sum_{\tau \in \Omega} \nu_{i \rightarrow f}(\tau)}
\end{aligned}
$$

The message passing operators in the sum-product algorithm share several commonalities with the operators from the max-product algorithm. First, the operator $T$ which computes message from variables to factors is identical in both algorithms. Then both algorithms utilize a normalization operator denoted by $N$. In fact, the only difference is the operator which updates messages sent from factors to variables uses a "sum" as opposed to a "max".

### 3.4 Literature Review

Since Pearl popularized the algorithm in the late 1980s, there has been significant progress in understanding the behavior of loopy belief propagation. Research in this area has mostly centered around three key topics: convergence, stability, and alternatives. Studying the convergence and stability of the algorithm has led to definitive criteria that characterizes when the algorithm converges. This insight has led to the development of alternative message passing algorithms that address aspects of the model that often cause belief propagation to fail.

### 3.4.1 Convergence

Weiss (2000) analyzes the accuracy of belief propagation when the graph contains a single loop [80]. For these networks, belief propagation with sufficient damping is guaranteed to converge to a unique fixed point that corresponds to the MAP solution [81]. Although the resulting beliefs may be inaccurate, nodes can use local information in the messages to correct their beliefs. Weiss and Freeman (2001) extend this result to graphs with arbitrary topology and nodes that describe jointly Gaussian random variables [82].

Jordan and Tatikonda (2002) address the convergence of belief propagation by drawing a connection between Gibbs measures and the algorithm's computation tree ${ }^{2}$. Their main result is that belief propagation is guaranteed to converge when the model satisfies Dobrushin's condition (see [28], [75], [76]). The main idea of this condition is that oscillations will not occur when the influence that nodes have on each other is sufficiently small. Ihler et al. (2005) derive a slightly stronger condition by bounding message error in terms of the dynamic range ${ }^{3}$ of the potentials [43].

Heskes (2004) derives sufficient conditions for unique fixed points that depends on both the topology of the graph and the strength of the potentials. His approach utilizes the connection between fixed points of loopy belief propagation and extrema of the Bethe free energy [39]. The main result is a set of conditions that guarantee when the Bethe free energy is convex. Equivalently, these conditions also imply that belief propagation has a unique fixed point [40]. One interesting corollary of this work is that the Bethe free energy is always convex when the graph is treestructured.

### 3.4.2 Stability of Fixed Points

In stability analysis ${ }^{4}$, the main objective is to understand how fixed point iteration behaves with respect to small perturbations of a fixed point. The stability of a fixed point is closely related to convergence since fixed point iteration tends to converge when the fixed point is attractive. There is a stream of belief propagation research which aims to derive stability conditions that describe when the fixed points are locally attractive.

Heske (2002) approached the stability problem by leveraging the relationship between belief propagation and the Bethe free energy. He proved that stable fixed points of loopy belief propagation are minima of the Bethe free energy [39]. Watanabe and Fukumizu (2009) established a formula that connects the Hessian of the Bethe free energy with the edge zeta function [79]. The formula clarifies the relation initially described by Heske, while also providing new insights on the connection between belief propagation and the edge zeta function. Martin and Lasgouttes (2012) derive a sufficient condition for local stability in terms of the graph structure and the beliefs values

[^3]at the fixed point [60]. Their work provides insight on why belief propagation is more likely to converge on sparse graphs.

### 3.4.3 Alternative Belief Propagation Algorithms

In general, the belief propagation literature focuses on two distinct topics. The first is to understand the behavior of the algorithm, while the second is to present convergent alternatives to the traditional belief propagation algorithms. The main objective of this section is to introduce some important alternative algorithms that perform approximate inference in the problem instances where the traditional algorithms fail.

In the last two decades, there has been a push to derive message passing algorithms from convex free energies. An important member of this class are the generalized belief propagation algorithms by Yedida et al. (2000). The main idea of this approach is reduce the number of cycles in the graph by formulating message passing between regions of nodes [85]. They prove that the fixed points are identical to the stationary points of a region-based free energy. Although the algorithm outperforms traditional belief propagation, the performance is highly dependent upon how the graph is partitioned into regions. There have been a number of follow up works that have addressed this issue (see, e.g., [12],[83],[86]).

Another important class of algorithms are tree-reweighted belief propagation (TRW) methods introduced by Wainwright et al. (2003) [77]. Their approach was inspired by maximizing a lower bound on the $\log$ partition function of a graphical model by approximating the distribution with a convex combination of tree-structured distributions [78]. One outcome of this work is TRW in which messages are adjusted by edge weights determined by the structure of the graph. In a follow up work, Wainwright et al. (2008) derived a condition that guarantee when their algorithm converges on arbitrary graphs [72]. We return to this topic in the next chapter since it is closely related to convex combination belief propagation.

In addition, there are a number of different algorithms that are based upon ideas from convex optimization. Yuille (2004) developed a double-loop algorithm to minimize the Bethe free energy. The method is derived by using a concave-convex procedure where the free energy is decompose into a convex part and a concave part (see [89], [90]). The main advantage of the algorithm is that
it's guaranteed to converge. However, it hasn't gained much attention since the runtime exceeds the traditional algorithm by an order of magnitude.

## CHAPTER 4

## Convex Combination Belief Propagation on Pairwise Models

In this chapter, we present convex combination belief propagation which is a convergent alternative to traditional belief propagation. This chapter focuses on describing the main ideas behind this class of algorithms, while also discussing some theoretical results. In Section 4.1, we describe our motivations for developing this algorithm along with a concise overview of related methods. We introduce the min-sum version of this algorithm and prove that it converges in Section 4.2. Section 4.3 is a more theoretical and presents a characterization of the beliefs obtained by this algorithm. Then Section 4.4 focuses on applying convex combination belief propagation to perform image restoration. Lastly, we conclude by discussing the sum-product algorithm in Section 4.5 and discuss some limitations of the algorithm in Section 4.6.

### 4.1 Introduction

Belief propagation is a well-established message passing algorithm that has diverse applications ranging from neuroscience to economics to statistical physics. In fact, the algorithm has been independently rediscovered in a number of different disciplines over the last 60 years. The modern formulation of belief propagation was introduced by Judea Pearl in the 1980s as a method that performs exact inference on a tree-structured graph in polynomial time [64]. There is a popular
alternative form of this algorithm referred to as loopy belief propagation that uses fixed point iteration to perform approximate inference in graphs that contains cycles.

The performance of this algorithm is highly dependent upon the topology of the graph. Broadly speaking, the algorithm performs exact inference when the graph tree-structured and approximate inference when the graph contains cycles. However, the topology has a more intricate effect upon the accuracy and performance of the algorithm. For example, the algorithm is essentially guaranteed to perform exact inference when the graph only contains a single cycle, except in a few rare cases [82]. The algorithm is also known to perform extremely well when the graph is sparse. Loopy belief propagation has gained popularity within the artificial intelligence and information theory communities due to its success on these types of graphs.

As the topology of the graph becomes more complex, the performance of the algorithm deteriorates. Given that loopy belief propagation is a fixed point iteration scheme, cycles in the graph cause the algorithm to become unstable. One issue is that graphs with many cycles are known to result in multiple fixed points, which makes the algorithm sensitive to the initialization. The local dynamics of fixed points are even more problematic because some may be repelling. This causes the messages to oscillate which often results in the algorithm failing to converge. Despite the potential for an inconclusive result, loopy belief propagation is often used anyways since approximate inference is central to many applications involving graphical models.

Over the last 20 years, approximate inference has been an active area of research since exact inference is computationally intractable in high dimensional models. Some general approaches to this problem include stochastic simulation, variational methods, and alternative message passing algorithms. Since the main objective of this chapter is to present a new algorithm that falls into the latter category, we provide a concise literature review that describes some important algorithms of this type. Wainwright et al. (2003) developed a class of local message passing algorithms referred to as tree-reweighted belief propagation [77]. The approach was inspired by maximizing a lower bound on the log partition function by approximating the distribution with convex combinations of tree-structured distributions [77]. Their algorithm incorporates edge-based weights that are determined by the structure of the graph [72]. The algorithm converges to a unique fixed point for arbitrary graphs when the weights satisfy certain conditions. One drawback of TRW it can difficult
to determine weights that both satisfy these conditions and result in a good approximation.
Kolmorogov (2006) builds upon their work by developing sequential tree-reweighted belief propagation [52]. This algorithm utilizes sequential message updates as opposed to parallel updates. Once an update schedule is determined, the algorithm is guaranteed to converge. However, one drawback is that the solution depends on the update schedule. Hazan and Shashua (2010) developed another closely related algorithm called norm-product belief propagation [35]. They take a general perspective on BP and TRW by using convex duality to derive a local message passing algorithm from a fractional free energy. This algorithm similarly utilizes edge weights to guarantee convergence. One challenge is that the weights are determined by solving an optimization problem which may be quite difficult. Felzenszwalb and Svaiter (2019) used a type of non-linear diffusion to obtain globally convergent methods for approximate inference in graphical models [20]. The structure of this algorithms is similar to belief propagation in the sense that information is propagated across a graph using fixed point iteration. However, their algorithm only keeps track of information associated with the vertices of a graph instead of utilizing messages sent along edges.

In this chapter, we present a new class of message passing algorithms called convex combination belief propagation. Convex combination belief propagation is an inference engine that is designed for the most difficult inference tasks. Our motivation for developing convex combination belief propagation is that loopy belief propagation often fails on graphs with complex topology. In particular, graphs with short cycles and dense regions are especially problematic. These regions may become message passing feedback loops where statistical information is over-counted which causes the algorithm to fail. Convex combination belief propagation addresses this problem by utilizing edge-weights that mitigates the effect of feedback loops. Most importantly, the algorithm converges to a unique solution regardless of the topology of the graph and initialization of the messages. One advantage of this algorithm over similar methods (e.g. TRW, sequential-TRW, norm-product BP ) is that the edge-weight condition is much easier to verify and it can readily incorporated into existing implementations of belief propagation.

### 4.2 Min-Sum Algorithm

In this section, we present convex combination belief propagation which is a convergent alternative to loopy belief propagation. The main objectives of this section are to introduce the message passing operator used in the min-sum version of the algorithm. Then prove that the algorithm is guaranteed to converge to a unique fixed point.

### 4.2.1 Theoretical Settings

Let $G=(V, E)$ be an undirected graph with $V=\{1, \ldots, n\}$ and let $\Omega=\{1, \ldots, N\}$ be a set of labels. The cost $E: \Omega^{n} \rightarrow \mathbb{R}_{+}$of a labeling $x$ is given by the Gibbs energy

$$
E(x)=\sum_{i \in V} g_{i}\left(x_{i}\right)+\sum_{\{i, j\} \in E} h_{i j}\left(x_{i}, x_{j}\right) .
$$

The functions $g_{i}$ capture local information about a node. The value of $g_{i}\left(x_{i}\right)$ is a cost for assigning label $x_{i}$ to node $i$. The function $h_{i j}$ captures pairwise relationships to enforce that neighboring nodes have compatible labels. Note that this energy is a pairwise model since it utilizes unary and binary cost functions.

### 4.2.2 Message Passing Operator

We present a local message passing algorithm referred to as convex combination belief propagation. The message passing operator in our algorithm is a slight modification of the operator from loopy belief propagation. The key difference is that our operator utilizes edge-weights. Messages sent between neighboring nodes incorporate a convex combination of messages from the other neighbors. The weights dampen messages so that each node prioritizes information from nearby nodes.

Definition 4.2.1. The message passing operator $\hat{Q}: \mathcal{M} \rightarrow \mathcal{M}$ in min-sum convex combination belief propagation is given by

$$
(\hat{Q} m)_{i j}\left(x_{j}\right)=\min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} m_{k i}\left(x_{i}\right)\right\},
$$

where the weights must satisfy $\sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} \leq 1$ with $w_{k i}>0$ and $\gamma \in(0,1)$.
The only conditions imposed upon the weights is that they must be non-negative and sum to one. The simplest way to define each weight is to set $w_{k i}=1 /(d(i)-1)$, where $d(i)$ is the degree of node $i$. Alternatively one can give more weight to some edges based on some additional information from a particular application (see [20]). Intuitively, the weights control how much influence neighboring nodes have upon each other. When the message sent from node $i$ to $j$ incorporates uniform weights, the other neighbors have equal influence upon node $j$. Non-uniform weights may be used to give some neighbors more influence.

This operator also incorporates a damping factor $\gamma \in(0,1)$. This ensures the algorithm always converges. In addition, the rate of convergence is dependent upon its magnitude. We recommend setting this factor very close to one since the algorithm generally converges very quickly. Another important aspect of this algorithm is that we do not center updated messages, which differs from loopy belief propagation where the updates are centered to have mean zero. The inclusion of the weights $w_{k i}$ and factor $\gamma$ are sufficient to ensure that fixed point iteration with $\hat{Q}$ converges to a unique fixed point.

### 4.2.3 Convergence

Next we prove that convex combination belief propagation converges to a unique fixed point independent of the topology of the graph and initialization of the messages. Our general approach is to consider belief propagation as a discrete-time map, then use results from the theory of dynamical systems. In particular, we use Banach's fixed point theorem which guarantees existence and uniqueness of fixed points of certain discrete-time maps referred to as contractions. Given a metric space $(X, d)$, an operator $F: X \rightarrow X$ is called a contraction if there is a constant $\gamma \in(0,1)$ such that

$$
d(F(x), F(y)) \leq \gamma d(x, y)
$$

for any $x, y \in X$ where $d$ is a metric. Banach's fixed point theorem states that a contractive operater (i.e. contraction) defined over a complete metric space has a unique and globally attractive fixed point $x^{\star} \in X$ [31].

In order to use this result, we must set up the problem under the framework of a metric space. Recall that each message sent between two nodes is a real-valued vector $m_{i j} \in \mathbb{R}^{N}$ with $N=|\Omega|$ and the pair $\left(\mathbb{R}^{N}, d_{\infty}\right)$ is a complete metric space, where $d_{\infty}: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is the metric induced by the $\ell^{\infty}$-norm.

Observation 4.2.2. Let $d: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ be the metric given by

$$
d(m, n)=\max _{i \in V} \max _{j \in \mathcal{N}(i)}\left\|m_{i j}-n_{i j}\right\|_{\infty},
$$

then the pair $(\mathcal{M}, d)$ is a complete metric space.
Lemma 4.2.3. The operator $\hat{Q}$ is contractive with Lipschitz constant $\gamma$.
Proof. Choose any $m, n \in \mathcal{M}$, then

$$
\begin{aligned}
(\hat{Q} m)_{i j}\left(x_{j}\right)= & \min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} m_{k i}\left(x_{i}\right)\right\} \\
= & \min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left(n_{k i}\left(x_{i}\right)-n_{k i}\left(x_{i}\right)+m_{k i}\left(x_{i}\right)\right)\right\} \\
\leq & \min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} n_{k i}\left(x_{i}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left\|m_{k i}-n_{k i}\right\|_{\infty}\right\} \\
\leq & \min _{x_{i}}\left\{g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} n_{k i}\left(x_{i}\right)\right\}+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left\|m_{k i}-n_{k i}\right\|_{\infty} \\
= & (\hat{Q} n)_{i j}\left(x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left\|m_{k i}-n_{k i}\right\|_{\infty} \\
& \Longrightarrow(\hat{Q} m)_{i j}\left(x_{j}\right)-(\hat{Q} n)_{i j}\left(x_{j}\right) \leq \gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left\|m_{k i}-n_{k i}\right\|_{\infty} .
\end{aligned}
$$

Since this inequality holds when $m$ and $n$ are interchanged, we can take the absolute value of the left hand side. In addition, this inequality holds for any $x_{j} \in \Omega$, so it also holds for the maximum
of the left hand side.

$$
\begin{aligned}
\left\|(\hat{Q} m)_{i j}-(\hat{Q} n)_{i j}\right\|_{\infty} & \leq \gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left\|m_{k i}-n_{k i}\right\|_{\infty} \\
& \leq \gamma \max _{k \in \mathcal{N}(i) \backslash j}\left\|m_{k i}-n_{k i}\right\|_{\infty} \\
& \leq \gamma \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{k \in \mathcal{N}(i) \backslash j}\left\|m_{k i}-n_{k i}\right\|_{\infty} \\
& =\gamma \max _{i \in V} \max _{j \in \mathcal{N}(i)}\left\|m_{i j}-n_{i j}\right\|_{\infty}
\end{aligned}
$$

The simplification on the second line holds by using that the weights define a convex combination. Since the inequality holds for any $\{i, j\} \in E$ in the left hand side,

$$
\begin{gathered}
\max _{i \in V} \max _{j \in \mathcal{N}(i)}\left\|(\hat{Q} m)_{i j}-(\hat{Q} n)_{i j}\right\|_{\infty} \leq \gamma \max _{i \in V} \max _{j \in \mathcal{N}(i)}\left\|m_{i j}-n_{i j}\right\|_{\infty} \\
\Longrightarrow d(\hat{Q} m, \hat{Q} n) \leq \gamma d(m, n) .
\end{gathered}
$$

Theorem 4.2.1. The message passing operator $\hat{Q}$ has a unique fixed point $m^{\star} \in \mathcal{M}$ and any sequence of messages defined by $m^{(\ell+1)}:=\hat{Q} m^{(\ell)}$ converges to $m^{\star}$. Furthermore, after $\ell$ iterations

$$
d\left(\hat{Q}^{(\ell)} m^{(0)}, m^{\star}\right) \leq \gamma^{\ell} d\left(m^{(0)}, m^{\star}\right) .
$$

Proof. Given that $\hat{Q}$ is a contraction according to Lemma 4.2.3, the result holds by applying Banach's fixed point theorem.

This result establishes that the min-sum version of convex combination belief propagation is guaranteed to converge. Since the argument does not make any assumptions about the graph, the algorithm converges independent of the topology of the graph.

In the previous chapter, we introduced damped belief propagation which generally improves the performance of loopy belief propagation, but there are few theoretical guarantees on when damped belief propagation converges. In practice, damped belief propagation often fails to converge on
graphs with complex topology and a large number of nodes. As an example, we compare damped and convex combination belief propagation on a graph of this type.

Example 4.2.4. Let $G=(V, E)$ be a complete graph with 10 nodes and let $\Omega=\{-1,1\}$ be a set of labels. Consider the energy function

$$
E(x)=\sum_{i \in V} y_{i} x_{i}+\sum_{\{i, j\} \in E} \lambda_{i j} x_{i} x_{j}
$$

Each $y_{i}$ was uniformly sampled from $\{-1,1\}$ and $\lambda_{i j}$ was sampled from a standard normal distribution. Let $\gamma=0.9$ and $w_{k i}=1 /(|\mathcal{N}(i)|-1)$ in convex combination belief propagation. In damped belief propagation, we varied the damping factor from $\alpha=0.8$ to $\alpha=0.99$ in an attempt to make the algorithm converge. The messages were initialized as $m_{i j}^{(0)}=(1,1)$, then damped belief propagation (fixed point iteration with $Q_{\alpha}$ ) and convex combination belief propagation (fixed point iteration with $\hat{Q})$ were applied to this example.

The resulting beliefs of the node 1 are shown in Figures 4.1 and 4.2, where $b_{1}^{(\ell)}$ and $\hat{b}_{1}^{(\ell)}$ denote the beliefs computed by damped and convex combination belief propagation on the $\ell$-th iteration, respectively. We see that damped belief propagation does not converge for any damping factor, while convex combination belief propagation converges very quickly.


Figure 4.1: Beliefs obtained with convex combination belief propagation from Example 4.2.4. Here we see that the algorithm converges after a small number of iterations.



Figure 4.2: Beliefs obtained with damped belief propagation from Example 4.2.4.
Here we see that the algorithm does not converge for any damping factor.

### 4.3 Characterization of Beliefs

Although convex combination belief propagation is guaranteed to converge, the algorithm is only useful if it converges to a meaningful result. When the graph is tree-structured, the traditional minsum algorithm computes the exact min-marginals of the Gibbs energy. In this section, we provide an analogous characterization of the beliefs obtained with convex combination belief propagation. The main result in this section is beliefs are the exact min-marginals of a weighted energy which is closely related to the Gibbs energy.

### 4.3.1 Tree-Structured Graphs

Let $m$ be the unique fixed point of $\hat{Q}$, then the belief function $\hat{b}_{j}: \Omega \rightarrow \mathbb{R}$ corresponding to node $j$ is

$$
\hat{b}_{j}\left(x_{j}\right)=g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} m_{i j}\left(x_{j}\right) .
$$

Next we prove that this belief is the exact min-marginal of a weighted energy $E_{j}(x)$. This energy is closely related to the Gibbs energy $E(x)$, but a key difference is that the cost functions are weighted according to the weights $w_{k i}$ and factor $\gamma$ used in the definition of $\hat{Q}$. Each belief $\hat{b}_{j}$ is the min-marginal of a different energy function $E_{j}(x)$ as the weights of each term depend on the choice of $j$.

Before defining the weighted energy for an arbitrary tree-structured graph, we provide a simple example of how to write down this energy for a small graph. In order to simplify the expressions for the energies, we define the cost function $H_{i j}\left(x_{i}, x_{j}\right)=g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)$.

Example 4.3.1. Let $G$ be the graph shown in Figure 4.3. In this case, the Gibbs energy is

$$
E(x)=g_{1}\left(x_{1}\right)+H_{21}\left(x_{2}, x_{1}\right)+H_{32}\left(x_{3}, x_{2}\right)+H_{43}\left(x_{4}, x_{3}\right)+H_{53}\left(x_{5}, x_{3}\right) .
$$

Let $w_{k i}=1 /(|\mathcal{N}(i)|-1)$ in the definition of $\hat{Q}$. When convex combination belief propagation is applied to this graph, the resulting belief function $\beta_{1}$ is the min-marginal of the energy:

$$
E_{1}(x)=g_{1}\left(x_{1}\right)+H_{21}\left(x_{2}, x_{1}\right)+\gamma H_{32}\left(x_{3}, x_{2}\right)+\frac{\gamma^{2}}{2} H_{43}\left(x_{4}, x_{3}\right)+\frac{\gamma^{2}}{2} H_{53}\left(x_{5}, x_{3}\right),
$$

This energy contains the same cost functions as the Gibbs energy, but each term $H_{i j}\left(x_{i}, x_{j}\right)$ is multiplied by a product of weights and a power of $\gamma$.

Now we will generalize the energy in the example above to the case of an arbitrary treestructured graph.

Let $\mathcal{T}(j)$ be a tree-structured graph with a distinguished root node $j \in V$. Once a tree $\mathcal{T}$ is rooted at a node $j$, every node $i \neq j$ has a unique parent $\mathcal{P}(j, i)$, a set of children $\mathcal{C}(j, i)$, and a set of descendants $\mathcal{D}(j, i)$. Let $\mathcal{T}(j, i)$ denote the subtree of $\mathcal{T}(j)$ rooted at node $i$ as illustrated in Figure 4.4. The subtree $\mathcal{T}(j, i)$ includes node $i$ and its descendants.


Figure 4.3: A simple tree-structured graph.


Figure 4.4: Subtrees of $\mathcal{T}(j)$

Let $R(\mathcal{T}(j))$ be the depth of a rooted tree. Let $\mathcal{N}_{d}(\mathcal{T}(j)) \subset V$ with $d \geq 0$ be the set of nodes at distance $d$ from the root $j$.

Definition 4.3.2. Let $w: V \times V \rightarrow \mathbb{R}_{+}$be the weight function

$$
w(i, j)=\prod_{(k, l) \in E(i, j)} w_{k l}
$$

where $E(i, j)$ is the collection of directed edges along the path from node $i$ to $j$.

Definition 4.3.3. Let $E_{j}: \Omega^{n} \rightarrow \mathbb{R}$ be the weighted energy function given by

$$
E_{j}(x)=g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} \sum_{d=0}^{R(\mathcal{T}(j, i))-1} \sum_{k \in N_{d}(\mathcal{T}(j, i))} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right),
$$

This energy is closely related to the Gibbs energy but it puts more weight on terms "near" node $j$. For each edge $(k, \mathcal{P}(j, k))$ the cost associated with that edge is scaled by $\gamma^{d} w(k, i)$. When the
damping factor and weights are removed from $E_{j}$, this energy is exactly the Gibbs energy.
Proposition 4.3.4. If $w_{k i}=1$ for all $\{k, i\} \in E$ and $\gamma=1$, then $E_{j}(x)=E(x)$.
Proof.

$$
\begin{aligned}
E_{j}(x) & =g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} \sum_{d=0}^{R(\mathcal{T}(j, i))-1} \sum_{k \in \mathcal{N}_{d}(\mathcal{T}(j, i))} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right) \\
& =g_{j}\left(x_{j}\right)+\sum_{i \in N(j)} \sum_{d=0}^{R(\mathcal{T}(j, i))-1} \sum_{k \in \mathcal{N}_{d}(\mathcal{T}(j, i))}\left(g_{k}\left(x_{k}\right)+h_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right)\right) \\
& =g_{j}\left(x_{j}\right)+\sum_{k \in V \backslash j}\left(g_{k}\left(x_{k}\right)+h_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right)\right) \\
& =\sum_{k \in V} g_{k}\left(x_{k}\right)+\sum_{\{k, i\} \in E} h_{k i}\left(x_{k}, x_{i}\right) \\
& =E(x) .
\end{aligned}
$$

Next, we prove that convex combination belief propagation computes the exact min-marginals of the weighted energy in Definition 4.3.3. The main idea of the argument is to use that computing the min-marginals in a tree-structured graphical model can be broken down into subproblems that can be solved recursively. Each subproblem involves a function $F_{j i}: \Omega \rightarrow \mathbb{R}$ that corresponds to the min-marginals of an optimization problem defined by $\mathcal{T}(j, i)$.

Lemma 4.3.5. Let $F_{j i}: \Omega \rightarrow \mathbb{R}$ be the function given by

$$
F_{j i}\left(x_{i}\right)=\min _{x_{\mathcal{D}(j, i)}}\left\{\sum_{d=1}^{R(\mathcal{T}(j, i))-1} \sum_{k \in \mathcal{N}_{d}(\mathcal{T}(j, i))} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right)\right\},
$$

then $F_{j i}\left(x_{i}\right)=\gamma \sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} w_{k i} m_{k i}\left(x_{i}\right)$ where $m$ is the unique fixed point of $\hat{Q}$.
Proof. This claim can be proven by inducting on the depth of the subtree $\mathcal{T}(j, i)$. In the base case when the depth is 1 we have $F_{j i}\left(x_{i}\right)=0$ and the result follows trivially. Now for the induction
step,

$$
\begin{aligned}
F_{j i}\left(x_{i}\right) & =\min _{x_{\mathcal{D}(j, i)}}\left\{\sum_{d=1}^{R(\mathcal{T}(j, i))-1} \sum_{k \in \mathcal{N}_{d}(\mathcal{T}(j, i))} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right)\right\} \\
& =\min _{x_{\mathcal{D}(j, i)}}\left\{\sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} \gamma w_{k i} H_{k i}\left(x_{k}, x_{i}\right)+\sum_{d=2}^{R(\mathcal{T}(j, i))-1} \sum_{k^{\prime} \in \mathcal{N}_{d}(\mathcal{T}(j, i))} \gamma^{d} w\left(k^{\prime}, i\right) H_{k^{\prime} \mathcal{P}\left(j, k^{\prime}\right)}\left(x_{k^{\prime}}, x_{\mathcal{P}\left(j, k^{\prime}\right)}\right)\right\} \\
& =\min _{x_{\mathcal{D}(j, i)}}\left\{\sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} \gamma w_{k i}\left(H_{k i}\left(x_{k}, x_{i}\right)+\sum_{d=1}^{R(\mathcal{T}(j, k))-1} \sum_{k^{\prime} \in \mathcal{N}_{d}(\mathcal{T}(j, k))} \gamma^{d} w\left(k^{\prime}, k\right) H_{k^{\prime} \mathcal{P}\left(j, k^{\prime}\right)}\left(x_{k^{\prime}}, x_{\mathcal{P}\left(j, k^{\prime}\right)}\right)\right)\right\} \\
& \left.=\gamma \sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} w_{k i} \min _{x_{k}}\left\{H_{k i}\left(x_{k}, x_{i}\right)+\min _{x_{\mathcal{D}(j, k)}}^{R} \sum_{d=1}^{R(\mathcal{T}(j, k))-1} \sum_{k^{\prime} \in \mathcal{N}_{d}(\mathcal{T}(j, k))} \gamma^{d} w\left(k^{\prime}, k\right) H_{k^{\prime} \mathcal{P}\left(j, k^{\prime}\right)}\left(x_{k^{\prime}}, x_{\mathcal{P}\left(j, k^{\prime}\right)}\right)\right\}\right\} \\
& =\gamma \sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} w_{k i} \min _{x_{k}}\left\{H_{k i}\left(x_{k}, x_{i}\right)+F_{j k}\left(x_{k}\right)\right\} \\
& =\gamma \sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} w_{k i} \min _{x_{k}}\left\{H_{k i}\left(x_{k}, x_{i}\right)+\gamma \sum_{k^{\prime} \in \mathcal{N}(k) \backslash \mathcal{P}(j, k)} w_{k^{\prime} k} m_{k^{\prime} k}\left(x_{k}\right)\right\} \\
& =\gamma \sum_{k \in \mathcal{N}(i) \backslash \mathcal{P}(j, i)} w_{k i} m_{k i}\left(x_{i}\right) .
\end{aligned}
$$

Theorem 4.3.1. The belief function $\hat{b}_{j}$ is the min-marginal of $E_{j}$ with respect to the $j$-th variable.

Proof. Choose any $j \in V$, then the min-marginal $p_{j}$ of $E_{j}$ is

$$
\begin{aligned}
p_{j}\left(x_{j}\right) & =\min _{x_{V \backslash j}} E_{j}(x) \\
& =g_{j}\left(x_{j}\right)+\min _{x_{V \backslash j}}\left\{\sum_{i \in \mathcal{N}(j)} \sum_{d=0}^{R(\mathcal{T}(j, i))-1} \sum_{k \in \mathcal{\mathcal { N } _ { d } ( \mathcal { T } ( j , i ) )}} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k))}\right)\right. \\
& =g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} \min _{x_{i}}\left\{H_{i j}\left(x_{i}, x_{j}\right)+\min _{x_{\mathcal{D}(j, i)}}^{R(\mathcal{T}(j, i))-1}\left\{\sum_{d=1} \sum_{k \in \mathcal{N}_{d}(\mathcal{T}(j, i))} \gamma^{d} w(k, i) H_{k \mathcal{P}(j, k)}\left(x_{k}, x_{\mathcal{P}(j, k)}\right)\right\}\right\}
\end{aligned}
$$

Now using Lemma 4.3.5 implies that

$$
\begin{aligned}
& =g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} \min _{x_{i}}\left\{H_{i j}\left(x_{i}, x_{j}\right)+F_{j i}\left(x_{i}\right)\right\} \\
& =g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} \min _{x_{i}}\left\{H_{i j}\left(x_{i}, x_{j}\right)+\gamma \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} m_{k i}\left(x_{i}\right)\right\} \\
& =g_{j}\left(x_{j}\right)+\sum_{i \in \mathcal{N}(j)} m_{i j}\left(x_{j}\right) \\
& =\hat{b}_{j}\left(x_{j}\right) .
\end{aligned}
$$

### 4.3.2 Simple Cycles

Next we generalize the previous characterization result to the case of a simple cycle. Our general approach is to first characterize the belief obtained after a finite number of iterations. Then make a limiting argument to get a characterization of the belief obtained from the fixed point of the algorithm (i.e. after an infinite number of iterations).

## Finite Unwrapped Graphs

Let $C_{n}=\left(V_{n}, E_{n}\right)$ be an undirected cycle with $V_{n}=\{0, \ldots, n-1\}$ and assume that the clockwise order of the vertices is $(0, \ldots, n-1)$. The analysis in this section uses the notion of the unwrapped graph of a cycle. The unwrapped graph is initialized with a distinguished root node that represents some node on the cycle. We assume that the root corresponds to node $0 \in V_{n}$ in order to simplify notation. Then nodes are iteratively added to the unwrapped graph by simultaneously traversing the cycle clockwise and counterclockwise, and adding a copy of each node that is passed.

Definition 4.3.6. Let $\hat{C}_{n, t}$ be the finite unwrapped graph of the undirected cycle $C_{n}$. This graph is generated recursively with $\hat{C}_{n, 0}=(\{0\}, \emptyset)$ and after $t$ iterations $\hat{C}_{n, t}=\left(\hat{V}_{n, t}, \hat{E}_{n, t}\right)$ with

$$
\begin{aligned}
& \hat{V}_{n, t}=\hat{V}_{n, t-1} \cup\{-t, t\} \\
& \hat{E}_{n, t}=\hat{E}_{n, t-1} \cup\{\{-t,-t+1\},\{t-1, t\}\} .
\end{aligned}
$$

Example 4.3.7. The unwrapped graph $\hat{C}_{3, t}$ is shown in Figure 4.5.

|  | $t=0$ |
| :---: | :---: | :---: | :---: |

Figure 4.5: Unwrapping $C_{3}$ to obtain its unwrapped graph $\hat{C}_{3, t}$, where each $t$ corresponds to an iteration of unwrapping.

Each node in the unwrapped graph is denoted by an integer, where negative nodes correspond to unwrapping the cycle in the counterclockwise direction. This notation is convenient because the correspondence between nodes in the unwrapped graph and cycle can be easily recovered via the modulo operation. For example, node $i \in \hat{V}_{n, t}$ corresponds to $i^{\prime} \in V_{n}$ where $i^{\prime}=i \bmod n$.

The unwrapped graph is useful because there is an equivalence between performing message passing on a graph and its unwrapped graph. For any number of iterations of belief propagation, there exists a node on an unwrapped graph that receives the exact same message received by the corresponding node on the original graph [80]. To make this statement more precise, we define the convex combination message passing equations in the case of the unwrapped graph.

Definition 4.3.8. Let $\hat{C}_{n, t}$ be an unwrapped graph and let $i^{\prime} \in V_{n}$ be given by $i^{\prime}=i \bmod n$ for any $i \in \hat{V}_{n, t}$.

Definition 4.3.9. Let $\hat{H}_{i j}: \Omega \times \Omega \rightarrow \mathbb{R}$ be the cost function given by

$$
\hat{H}_{i j}\left(x_{i}, x_{j}\right):=g_{i^{\prime}}\left(x_{i^{\prime}}\right)+h_{i^{\prime} j^{\prime}}\left(x_{i^{\prime}}, x_{j^{\prime}}\right)
$$

with $\{i, j\} \in \hat{E}_{n, t}$.

Let $\hat{m}_{i j, t}$ denote the message sent from node $i$ to $j$ on the unwrapped graph $\hat{C}_{n, t}$. Message are computed with the min-sum equation

$$
\hat{m}_{i+1 i, t}\left(x_{j}\right)=\min _{x_{i}}\left\{\hat{H}_{i j}\left(x_{i}, x_{j}\right)+\gamma \hat{m}_{i+2 i+1, t}\left(x_{i}\right)\right\},
$$

where $\gamma \in(0,1)$ and $w_{k i}=1$ because each node has two neighbors.


Figure 4.6: The relationship between message passing on the cycle $C_{3}$ and its unwrapped graphs is shown. Each message sent between nodes is represented by an arrow and identical messages have the same colored arrow.

Next we define a set of equations that precisely describes the correspondence between message passing on a cycle and its unwrapped graph. Since the notation used in this set of equations is a bit cumbersome, we provide a simple example in Figure 4.6 that captures the essence of the equations. In the case when $t=1$ and $n \geq 3$, the set of equations is

$$
\begin{align*}
& m_{10}^{(1)}\left(x_{0}\right)=\hat{m}_{10,1}\left(x_{0}\right) \\
& m_{21}^{(1)}\left(x_{1}\right)=\hat{m}_{21,2}\left(x_{1}\right) \\
& \vdots  \tag{4.1}\\
& m_{n-1 n-2}^{(1)}\left(x_{n-2}\right)=\hat{m}_{n-1 n-2, n-1}\left(x_{n-2}\right) \\
& m_{0 n}^{(1)}\left(x_{n-1}\right)=\hat{m}_{n n-1, n}\left(x_{n-1}\right)
\end{align*}
$$

under the assumption that $m^{(0)}=\overrightarrow{0}$. In the first iteration of convex combination belief propagation, the value of $m_{i+1 i}^{(1)}$ is completely dependent upon the minimizing the potential $H_{i+1 i}$. The reason being that node $i+1$ receives a vector of zeros from the other neighbor due to $m^{(0)}:=\overrightarrow{0}$. Similarly,
the message $\hat{m}_{i+1 i, i+1}$ is also entirely dependent upon minimizing the potential $\hat{H}_{i+1 i}=H_{i+1 i}$ because node $i$ is the only neighbor of node $(i+1) \in \hat{C}_{n, i+1}$.

If we continue to write down an analogous set of equations in the cases when $t=2$ and $t=3$, we see a pattern emerge. In the most general case when $t \in \mathbb{N}$ and $n \geq 3$, the relationship between message passing on a cycle and its unwrapped graph is that

$$
\begin{align*}
m_{i+1 i}^{(t)}\left(x_{i}\right) & =\hat{m}_{i+1 i, t+i}\left(x_{i}\right) \quad \forall i<n  \tag{4.2}\\
m_{0 n-1}^{(t)}\left(x_{n-1}\right) & =\hat{m}_{n n-1, t+n-1}\left(x_{n-1}\right) \tag{4.3}
\end{align*}
$$

under the assumption that $m^{(0)}=\overrightarrow{0}$. This set of equations can be proven by fixing $n$ and inducting on $t$. In the next example, we prove this result in the case when $n=3$. Although this is a special case of the more general result to be presented later, we start with this simple case because it illustrates most of the underlying ideas without getting involved with the additional technicalities of the general case.

Example 4.3.10. Given the cycle $C_{3}$, then the following equations hold for all $t>0$

$$
\begin{aligned}
& m_{10}^{(t)}\left(x_{0}\right)=\hat{m}_{10, t}\left(x_{0}\right) \\
& m_{21}^{(t)}\left(x_{1}\right)=\hat{m}_{21, t+1}\left(x_{1}\right) \\
& m_{02}^{(t)}\left(x_{2}\right)=\hat{m}_{32, t+2}\left(x_{2}\right)
\end{aligned}
$$

when $m^{(0)}:=\overrightarrow{0}$. Under the assumption that the Equation 4.1 holds, then the first equation is true by

$$
\begin{aligned}
m_{10}^{t+1}\left(x_{0}\right) & =\min _{x_{1}}\left\{H_{10}\left(x_{1}, x_{0}\right)+\gamma m_{21}^{(t)}\left(x_{1}\right)\right\} \\
& =\min _{x_{1}}\left\{\hat{H}_{10}\left(x_{1}, x_{0}\right)+\gamma \hat{m}_{21, t+1}\left(x_{1}\right)\right\} \\
& =\hat{m}_{10, t+1}\left(x_{0}\right),
\end{aligned}
$$

which holds by the inductive hypothesis and definition of $\hat{m}_{10, t+1}$. The second equation can be proven by adapting the argument used above. The argument behind the third equation is a bit more
involved.

$$
\begin{aligned}
m_{02}^{(t+1)}\left(x_{2}\right) & =\min _{x_{0}}\left\{H_{02}\left(x_{0}, x_{2}\right)+\gamma m_{10}^{(t)}\left(x_{0}\right)\right\} \\
& =\min _{x_{0}}\left\{H_{02}\left(x_{0}, x_{2}\right)+\gamma \hat{m}_{10, t}\left(x_{0}\right)\right\} \\
& =\min _{x_{3}}\left\{\hat{H}_{32}\left(x_{3}, x_{2}\right)+\gamma \hat{m}_{10, t}\left(x_{3}\right)\right\} \\
& =\min _{x_{3}}\left\{\hat{H}_{32}\left(x_{3}, x_{2}\right)+\gamma \hat{m}_{43, t+3}\left(x_{3}\right)\right\} \\
& =\hat{m}_{32, t+3}\left(x_{2}\right),
\end{aligned}
$$

where the second line holds by invoking the inductive hypothesis. The final line holds by using that nodes $4 \in \hat{V}_{3, t+3}$ and $1 \in \hat{V}_{3, t}$ correspond to node $1 \in V_{3}$. Moreover, these nodes have the exact same number of edges between themselves and the rightmost node on their respective graphs. The ordering of the edges is identical with respect to their corresponding edges on the cycle. Thus, these nodes receive an identical set of messages from their neighbor to the right and so $\hat{m}_{10, t}\left(x_{3}\right)=\hat{m}_{43, t+3}\left(x_{3}\right)$.

Theorem 4.3.2. Given the cycle $C_{n}$, then the Equations (1.2) and (1.3) hold for all $n \geq 3$ and $t<\infty$ when $m^{(0)}:=\overrightarrow{0}$.

Proof. We prove this claim by fixing $n \in \mathbb{N}$ and inducting on $t$, the base case holds for every $i<n$ by

$$
\begin{aligned}
m_{i+1 i}^{(1)}\left(x_{i}\right) & =\min _{x_{i+1}}\left\{H_{i+1 i}\left(x_{i+1}, x_{i}\right)+\gamma m_{i+2 i+1}^{(0)}\left(x_{i+1}\right)\right\} \\
& =\min _{x_{i+1}} H_{i+1 i}\left(x_{i+1}, x_{i}\right) \\
& =\min _{x_{i+1}} \hat{H}_{i+1 i}\left(x_{i+1}, x_{i}\right) \\
& =\hat{m}_{i+1 i, 1+i}\left(x_{i}\right),
\end{aligned}
$$

where the second line holds by using that $m^{(0)}=\overrightarrow{0}$. We conclude that the base case holds with

$$
\begin{aligned}
m_{0 n-1}^{(1)}\left(x_{n-1}\right) & =\min _{x_{0}}\left\{H_{0 n-1}\left(x_{0}, x_{n-1}\right)+\gamma m_{10}^{(0)}\left(x_{0}\right)\right\} \\
& =\min _{x_{0}} H_{0 n-1}\left(x_{0}, x_{n-1}\right) \\
& =\min _{x_{0}} \hat{H}_{n n-1}\left(x_{n}, x_{n-1}\right) \\
& =\hat{m}_{n n-1, n}\left(x_{n-1}\right) .
\end{aligned}
$$

Now suppose the claim holds for some $t<\infty$, then the inductive step holds in the case $i<n$ holds by

$$
\begin{aligned}
m_{i+1 i}^{(t+1)}\left(x_{i}\right) & =\min _{x_{i+1}}\left\{H_{i+1 i}\left(x_{i+1}, x_{i}\right)+\gamma m_{i+2 i+1}^{(t)}\left(x_{i+1}\right)\right\} \\
& =\min _{x_{i+1}}\left\{\hat{H}_{i+1 i}\left(x_{i+1}, x_{i}\right)+\gamma \hat{m}_{i+2 i+1, t+i+1}\left(x_{i+1}\right)\right\} \\
& =\hat{m}_{i+1 i, t+1+i}\left(x_{i}\right),
\end{aligned}
$$

where the second line holds by the inductive hypothesis. We conclude that the claim holds by

$$
\begin{aligned}
m_{0 n-1}^{(t+1)}\left(x_{n-1}\right) & =\min _{x_{0}}\left\{H_{0 n-1}\left(x_{0}, x_{n-1}\right)+\gamma m_{10}^{(t)}\left(x_{0}\right)\right\} \\
& =\min _{x_{n}}\left\{\hat{H}_{n n-1}\left(x_{n}, x_{n-1}\right)+\gamma \hat{m}_{10, t}\left(x_{n}\right)\right\} \\
& =\min _{x_{n}}\left\{\hat{H}_{n n-1}\left(x_{n}, x_{n-1}\right)+\gamma \hat{m}_{n+1 n, t+n}\left(x_{n}\right)\right\} \\
& =\min _{x_{n}}\left\{\hat{H}_{n n-1}\left(x_{n}, x_{n-1}\right)+\gamma \hat{m}_{n+1 n, t+1+n-1}\left(x_{n}\right)\right\} \\
& =\hat{m}_{n n-1, t+1+n-1}\left(x_{n-1}\right) .
\end{aligned}
$$

The third line holds by using that both node $1 \in \hat{V}_{n, t}$ and node $n+1 \in \hat{V}_{n, t+n}$ correspond to node $1 \in V_{n}$. Moreover, these nodes have the exact same number of edges between themselves and the right most node on their respective graphs. The order of the edges is identical with respect to their corresponding edges on the cycle. Thus, these nodes receive an identical set of messages from their neighbor to the right and so $\hat{m}_{10, t}\left(x_{n}\right)=\hat{m}_{n+1 n, t+n}\left(x_{n}\right)$.

This result establishes an equivalence between message passing on the cycle and its unwrapped graph. Given any message $m_{i j}^{(t)}$ sent between nodes on the cycle, these equations specify which node on the unwrapped graph receives an identical set of messages. Note that these equations describe the relationship message passing counterclockwise around a cycle and message passing on the unwrapped graph from the rightward nodes to the root (see Figure 4.6). There is an analogous relationship between message passing clockwise around a cycle and from the leftward nodes on the unwrapped graph towards the roots. This relationship is established in Corollary 4.3.11 and illustrated in Figure 4.7.


Figure 4.7: The relationship between passing messages around the cycle $C_{3}$ in the clockwise direction and from the leftward nodes to the root on the unwrapped graphs is shown. Each message sent between nodes is represented by an arrow and corresponding messages have the same colored arrow.

Corollary 4.3.11. Given the cycle $C_{n}$ for any $n \in \mathbb{N}$, then the following equations holds for every $i \in\{-(n-1), \ldots, 0\}$ and $t<\infty$

$$
\begin{aligned}
m_{i-1 i}^{t}\left(x_{i}\right) & =\hat{m}_{i-1 i, t+i}\left(x_{i}\right) \\
m_{(n-1) 0}^{t}\left(x_{0}\right) & =\hat{m}_{(n-1) n, t+(n-1)}\left(x_{0}\right)
\end{aligned}
$$

under the assumption that $m^{0}=\overrightarrow{0}$.

Proof. This claim holds by using that the unwrapped graph is symmetric about its root, so the argument in Theorem 4.3.2 can be adapted to prove this claim.

Next we use these results to establish an analogous equivalence between the corresponding belief functions. This result follows naturally because beliefs are computed from messages. Let $\beta_{0}^{(t)}$ be the belief corresponding to the node $0 \in V_{n}$ obtained after $t$ iterations of convex combination belief propagation.

Definition 4.3.12. Let $\hat{\beta}_{0, t}: \Omega \rightarrow \mathbb{R}$ be the belief function of node $0 \in \hat{V}_{n, t}$ after $t$ iterations of convex combination belief propagation be given by

$$
\hat{\beta}_{0, t}\left(x_{0}\right)=g_{0}\left(x_{0}\right)+\sum_{i \in N(0)} \hat{m}_{i 0, t}\left(x_{0}\right)
$$

Corollary 4.3.13. Let $C_{n}$ be a cycle and $\hat{C}_{n, t}$ be its unwrapped graph, then $\beta_{0}^{(t)}(\tau)=\hat{\beta}_{i, t}(\tau)$ for all $\tau \in \Omega$ and $t<\infty$ when $m^{(0)}:=\overrightarrow{0}$.

Proof. Given any $\tau \in \Omega$, then

$$
\beta_{0}^{(t)}(\tau)=g_{0}(\tau)+\sum_{i \in N(0)} m_{i 0}^{(t)}(\tau)=g_{j}(\tau)+\sum_{i \in N(0)} \hat{m}_{i 0, t}(\tau)=\hat{\beta}_{0, t}(\tau),
$$

which holds by using that $m_{i 0}^{(t)}(\tau)=\hat{m}_{i 0, t}(\tau)$ by Theorem 4.3.2 and Corollary 4.3.11.
The significance of Theorem 4.3.2 and Corollary 4.3.11 is that they reduce message passing on a cycle to message passing on its unwrapped graph which is tree-structured. Given that $\hat{\beta}_{0, t}$ corresponds to a node on a tree-structured graph, Theorem 4.3.1 characterizes this belief as the exact min-marginal of the weighted energy in Definition 4.3.3.

Definition 4.3.14. Let $\hat{H}_{d^{+}}: \Omega \times \Omega \rightarrow \mathbb{R}$ and $\hat{H}_{d^{-}}: \Omega \times \Omega \rightarrow \mathbb{R}$ be the cost functions given by

$$
\begin{aligned}
& \hat{H}_{d^{+}}\left(x_{d^{+}}\right):=\hat{H}_{d, d+1}\left(x_{d}, x_{d+1}\right) \\
& \hat{H}_{d^{-}}\left(x_{d^{-}}\right):=\hat{H}_{-d-1,-d}\left(x_{-d-1}, x_{-d}\right) .
\end{aligned}
$$

Definition 4.3.15. Let $\hat{E}_{0, t}: \Omega^{n} \rightarrow \mathbb{R}$ be the energy given by

$$
\hat{E}_{0, t}(x)=g_{0}\left(x_{0}\right)+\sum_{d=0}^{t} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)
$$

with $\gamma \in(0,1)$.

This energy is an adaptation of the energy in Definition 4.3.3 to the special case of a path graph rooted at its center node. Given that the graph $\hat{C}_{n, t}$ is tree-structured, then $\hat{\beta}_{0, t}$ is the exact minmarginal of $\hat{E}_{0, t}$ by Theorem 4.3.1. Thus, we can characterize $\beta_{0}^{(t)}$ by equivalently characterizing $\hat{\beta}_{0, t}$.

Theorem 4.3.3. Given the cycle $C_{n}$ and any $t \in \mathbb{N}$, then the belief $\beta_{0}^{(t)}$ is the exact min-marginal of node $0 \in V_{n}$ with respect to the energy $\hat{E}_{0, t}$ when $m^{(0)}:=\overrightarrow{0}$.

Proof. Given that the graph $\hat{C}_{n, t}$ is tree-structured, then $\hat{\beta}_{0, t}$ is the exact min-marginal of $\hat{E}_{0, t}$ by Theorem 4.3.1. Moreover, given $\beta_{0}^{(t)}(\tau)=\hat{\beta}_{0, t}(\tau)$ for all $\tau \in \Omega$ by Corollary 4.3.13, then $\beta_{0}^{(t)}(\tau)$ is the exact min-marginal of the $\hat{E}_{0, t}$.

## Infinite Unwrapped Graphs

Next we characterize the belief function $\beta_{0}$ obtained from the unique fixed point of $\hat{Q}$ when the graph is a cycle. We build upon the main result in the previous section by proving that $\beta_{0}$ is the min-marginal of an energy defined with respect to an infinite unwrapped graph.

The infinite unwrapped graph is a rooted path graph with infinitely many nodes that are labelled by the integers. Again, we assume that the root node of the unwrapped graph corresponds to node $0 \in V_{n}$ without loss of generality.

Definition 4.3.16. Let $\hat{C}_{n}=\left(\hat{V}_{n}, \hat{E}_{n}\right)$ be the infinite unwrapped graph of the cycle $C_{n}$ with

$$
\begin{aligned}
& \hat{V}_{n}:=\mathbb{Z} \\
& \hat{E}_{n}:=\{\{i, i+1\}: i \in \mathbb{Z}\}
\end{aligned}
$$

Let $m \in \mathcal{M}$ be the unique fixed point of $\hat{Q}$. The fixed point can be equivalently written as the message obtained in the limit

$$
\begin{equation*}
m_{i j}\left(x_{j}\right)=\lim _{t \rightarrow \infty} m_{i j}^{(t)}\left(x_{j}\right)=\lim _{t \rightarrow \infty} \hat{m}_{i j, t}\left(x_{j}\right) \tag{4.4}
\end{equation*}
$$

The first equality holds by using that $\hat{Q}$ being contractive implies that $m^{(t)} \rightarrow m$ and the second holds by Theorem 4.3.2. The variable $t$ represents the iteration of belief propagation in the first limit. In the second limit, this variable represents the iteration of unwrapping the cycle to obtain its unwrapped graph. Thus, the limiting value $m_{i j}$ has two equivalent interpretations. It is the message sent from node $i$ to $j$ after an infinite number of iterations of message passing on a cycle. Equivalently it is the message that node $i$ sends to $j$ when these are nodes on the infinite unwrapped graph.

Equation 4.4 captures the relationship between message passing on a cycle for an infinite number of iterations on a cycle and message passing on the infinite unwrapped graph. Now this relationship can be used to show an analogous relationship between the corresponding belief functions.

Proposition 4.3.17. Given the cycle $C_{n}$ and the unique fixed point $m \in \mathcal{M}$ of $\hat{Q}$, then

$$
\beta_{0}(\tau)=\lim _{t \rightarrow \infty} \beta_{0}^{(t)}(\tau)=\lim _{t \rightarrow \infty} \hat{\beta}_{0, t}(\tau)
$$

Proof. Given any $\tau \in \Omega$, the first equality holds by

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \hat{\beta}_{0, t}(\tau) & =\lim _{t \rightarrow \infty}\left(\hat{g}_{0}(\tau)+\sum_{i \in N(0)} \hat{m}_{i 0, t}(\tau)\right) \\
& =\lim _{t \rightarrow \infty}\left(g_{0}(\tau)+\sum_{i \in N(0)} m_{i 0}^{(t)}(\tau)\right) \\
& =\lim _{t \rightarrow \infty} \beta_{0}^{(t)}(\tau)
\end{aligned}
$$

where the second line holds by Theorem 4.3.2. Then the second equality holds by

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \beta_{0}^{(t)}(\tau) & =\lim _{t \rightarrow \infty}\left(g_{0}(\tau)+\sum_{i \in N(0)} m_{i 0}^{(t)}(\tau)\right) \\
& =g_{0}(\tau)+\sum_{i \in N(0)} \lim _{t \rightarrow \infty} m_{i 0}^{(t)}(\tau) \\
& =g_{0}(\tau)+\sum_{i \in N(0)} m_{i 0}(\tau) \\
& =\beta_{0}(\tau) .
\end{aligned}
$$

Next we prove that $\beta_{0}$ is the min-marginal of an energy defined with respect to an infinite unwrapped graph. This energy is an adaptation of the energy $\hat{E}_{0, t}$ to the case of an infinitely long path graph.

Definition 4.3.18. Let $\hat{E}_{0}: \Omega^{n} \rightarrow \mathbb{R}$ be the energy function given by

$$
\hat{E}_{0}(x)=g_{0}\left(x_{0}\right)+\sum_{d=0}^{\infty} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)
$$

with $\gamma \in(0,1)$.
Next we prove that $\beta_{0}$ is the exact min-marginal of the energy $\hat{E}_{0}$. The main idea of the argument is to split up this energy into three parts. One part corresponds to a finite path graph centered about the root. This implies $\hat{\beta}_{0}^{(t)}$ is the min-marginal of the truncated energy defined on a finite unwrapped graph. The two other parts are the tails of the energy, which converge to zero in the limit.

Lemma 4.3.19. The tail of the energy $\hat{E}$ is uniformly bounded by

$$
\max _{x \in \Omega^{n}}\left|\sum_{d=t}^{\infty} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)\right| \leq 2 K \frac{\gamma^{t}}{1-\gamma}
$$

when $\gamma \in(0,1)$.

Proof. Under the assumption that $g_{i}$ and $h_{i j}$ are both bounded, there exists some $K<\infty$ such that $\left|g_{i}\left(x_{i}\right)+h_{i j}\left(x_{i}, x_{j}\right)\right| \leq K$ for all $x_{i}, x_{j} \in \Omega$. Then the tail of the energy is bounded by

$$
\begin{aligned}
\max _{x \in \Omega^{n}} \mid \sum_{d=t}^{\infty} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)( & \left.\leq \max _{x} \sum_{d=t}^{\infty} \gamma^{d}\right) \hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right) \mid \\
& \leq 2 K \max _{x} \sum_{d=t}^{\infty} \gamma^{d} \\
& =2 K \sum_{d=t}^{\infty} \gamma^{d} \\
& =2 K \frac{\gamma^{t}}{1-\gamma} .
\end{aligned}
$$

Theorem 4.3.4. Let $C_{n}$ be an undirected cycle, then $\beta_{0}$ is the exact min-marginal of the energy $\hat{E}(x)$.

Proof. Suppose that $t \in \mathbb{N}$ is fixed, then

$$
\begin{aligned}
\max _{\tau \in \Omega}\left|\beta_{0}(\tau)-\min _{\substack{x \in \Omega^{n} \\
x_{0}=\tau}} \hat{E}_{0}(x)\right|= & \max _{\tau} \mid \beta_{0}(\tau)-\left(g_{0}(\tau)+\min _{x} \sum_{x_{0}=\tau} \sum_{d=1}^{d} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right) \mid\right. \\
\leq & \max _{\tau} \mid \beta_{0}(\tau)-\left(g_{0}(\tau)+\min _{x} \sum_{x_{0}=\tau}^{t} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)\right. \\
& +\max _{x_{0}=\tau} \sum_{d=t+1}^{\infty} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right) \mid \\
= & \max _{\tau}\left|\beta_{0}(\tau)-\min _{x_{0}=\tau} \hat{E}_{0, t}+\max _{x_{0}=\tau} \sum_{d=t+1}^{\infty} \gamma^{d}\left(\hat{H}_{d^{-}}\left(x_{d^{-}}\right)+\hat{H}_{d^{+}}\left(x_{d^{+}}\right)\right)\right| \\
\leq & \max _{\tau}\left|\beta_{0}(\tau)-\min _{x}^{x} \hat{E}_{0, t}+2 K \frac{\gamma^{t+1}}{1-\gamma}\right|,
\end{aligned}
$$

where the last line holds by Lemma 4.3.19. Now we can use Proposition 4.3.17 to obtain the final result by

$$
\begin{aligned}
& =\max _{\tau}\left|\lim _{t \rightarrow \infty} \hat{\beta}_{0, t}(\tau)-\min _{\substack{x \\
x_{0}=\tau}} \hat{E}_{0, t}(x)+2 K \frac{\gamma^{t+1}}{1-\gamma}\right| \\
& =\max _{\tau}\left|\lim _{t \rightarrow \infty}\left(\hat{\beta}_{0, t}(\tau)-\min _{x} \hat{E}_{0, t}(x)+2 K \frac{\gamma^{t+1}}{1-\gamma}\right)\right| \\
& =\lim _{t \rightarrow \infty}\left(\max _{\tau}\left|\hat{\beta}_{0, t}(\tau)-\min _{x}^{x} \hat{E}_{0, t}(x)\right|+2 K \frac{\gamma^{t+1}}{1-\gamma}\right) \\
& =\frac{2 K}{1-\gamma} \lim _{t \rightarrow \infty} \gamma^{t+1} \\
& =0,
\end{aligned}
$$

where the last inequality holds by Theorem 4.3.13.

### 4.4 Image Restoration

In this section, we demonstrate the practical application of convex combination belief propagation by using this algorithm to perform image restoration. The objective of image restoration is to estimate a clean (original) image given a corrupted version of it. A classical approach is to formulate this problem as finding the optimal labelling of a graph with respect to the Gibbs energy (see e.g. [6], [19], [27]). The cost functions used in the energy enforce that the restored image is piecewise smooth and consistent with the observed image. Once the image restoration model is formulated under this framework, convex combination belief propagation can be used to restore the corrupted image by obtaining an approximation to the minimum of the Gibbs energy.


Figure 4.8: On the left, we see a small region of an image with pixels $i, j, k, \ell$ in the image grid. On the right, we see the corresponding nodes in the grid graph. In addition, each node has an observed label which is depicted by the gray colored node.

To formalize this approach, let $\mathcal{I}$ be an $n \times m$ image and let $G_{n, m}=(V, E)$ be an $n \times m$ grid graph that provides a graphical representation of the image. Each pixel in the image corresponds to a node in this graph and the edges connect neighboring pixels as shown in Figure 4.8. Under the assumption that $\mathcal{I}$ is an 8 -bit image, the label space $\Omega=\{0, \ldots, 255\}$ is the set of possible pixel intensities. Let $x=\left(x_{1}, \ldots, x_{n m}\right) \in \Omega^{n m}$ denote a labelling of the graph and note that a labelling defines an image. Let $y=\left(y_{1} \ldots, y_{m n}\right) \in \Omega^{n m}$ denote the observed (corrupted) image. The cost functions used in this application are

$$
g_{i}\left(x_{i}\right)=\left|x_{i}-y_{i}\right|^{2} \quad \text { and } \quad h_{i j}\left(x_{i}, x_{j}\right)=\lambda \min \left(\left|x_{i}-x_{j}\right|^{2}, \tau\right) .
$$

The function $g_{i}$ enforces that each pixel in the restored image is consistent with the observed image. The pairwise function $h_{i j}$ enforces that the restored image is piece-wise smooth with spatially coherent regions. The quadratic difference in $h_{i j}$ is bounded by $\tau \in \Omega$ to allow for large differences between neighboring pixels, which occurs when two neighbors belong to different objects in the image. The parameter $\lambda>0$ controls how much weight is placed on the consistency versus smoothing terms in the energy, where large values of $\lambda$ result in smoother images.

Under this framework, an approximation to the clean image can be obtained by minimizing the Gibbs energy given by

$$
E(x)=\sum_{i \in V}\left|x_{i}-y_{i}\right|^{2}+\lambda \sum_{\{i, j\} \in E} \min \left(\left|x_{i}-x_{j}\right|^{2}, \tau\right) .
$$

For our experiments we used the RGB image shown on the left hand side of Figure 4.9. This image is composed of three color channels, where each channel is an 8-bit image with dimensions $400 \times 466$. We restore the RGB image by separately restoring each of the three color channels.

We generated a corrupted version of the image by adding independent noise to each pixel, by sampling from a Gaussian distribution with mean $\mu=0$ and standard deviation $\sigma=50$. In Figure 4.9, we show the original image on the left and a corrupted version of this image on the right. The weights used in the operator $\hat{Q}$ were set uniformly and we set $\gamma=0.99$. The parameters in our image model were set as $\tau=100$ and we tried several values of $\lambda$. We applied convex combination belief propagation to restore each channel of the corrupted image and the algorithm converged after at most 8 iterations.


Figure 4.9: Data used in the image restoration experiment.

A crucial component of this model is choosing a good value for the smoothing parameter $\lambda$. We obtained the best results with $\lambda=3$ as shown in Figure 4.11. The restored image is smooth almost everywhere while also preserving sharp discontinuities at the boundary of different objects in the image. The image restoration results in Figures 4.10 and 4.12 show the effect of using a value of $\lambda$ that is too small and too big, respectively. When this parameter is too small, the resulting image still contains a significant amount of noise as seen in the zoomed section in Figure 4.10. When the magnitude of the $\lambda$ is too large, the restored image appears blurry and the boundaries between objects are fuzzy as seen in the zoomed in section.


Figure 4.10: Image restoration using convex combination belief propagation with

$$
\lambda=1 \text {. }
$$



Figure 4.11: Image restoration using convex combination belief propagation with $\lambda=4$.


Figure 4.12: Image restoration using convex combination belief propagation with $\lambda=10$.

### 4.5 Sum-Product Algorithm

The main objective of this section is present the sum-product version of convex combination belief propagation. We introduce the message passing operator in Section 4.5.2, then prove that the algorithm converges in Section 4.5.3.

### 4.5.1 Theoretical Settings

Let $G=(V, E)$ be an undirected graph with $V=\{1, \ldots, n\}$. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector and $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes (labels) for each random variable. Let the joint distribution be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{i \in V} \phi_{i}\left(x_{i}\right) \prod_{\{i, j\} \in E} \psi_{i j}\left(x_{i}, x_{j}\right),
$$

where $\phi_{i}$ and $\psi_{i j}$ are assumed to be positive functions and $Z$ is a normalization constant. Note that this graphical model is a pairwise Markov random field since the joint distribution consists of unary and binary potentials

### 4.5.2 Message Passing Operator

The operator used in the sum-product version of convex combination belief propagation is analogous to the the min-sum case. The incoming messages are also "weighted" so that each node receives a convex combination of messages from its neighbors. One difference is that the sum-product algorithm the combination of messages involves a weighted geometric average.

Definition 4.5.1. The sum-product operator $\hat{S}: \mathcal{M} \rightarrow \mathcal{M}$ in convex combination belief propagation is

$$
(\hat{S} m)_{i j}\left(x_{j}\right)=\sum_{x_{i}}\left(\phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right)\left(\prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right)^{w_{k i}}\right)^{\gamma}\right),
$$

where the weights in the sum must satisfy $\sum_{k} w_{k i} \leq 1$ with $w_{k i}>0$ and $\gamma \in(0,1)$.
Note that we do not incorporate a normalization in the definition of the operator. The main purpose of the normalization factor in loopy belief propagation is to prevent numerical underflow, but our algorithm does not suffer from this problem.

### 4.5.3 Convergence of the Algorithm

Our approach to proving that belief propagation with the message passing operator $\hat{S}$ converges is analogous to the argument given in Section 4.2.3. The main idea is to show that $\hat{S}$ is contractive, then use this fact to conclude that there exists a unique and strongly attracting fixed point by using Banach's Fixed Point Theorem.

In the next lemma, we define a distance function over the set of positive reals and prove that it is a metric. Then we extend this distance function into a metric that is defined over the product space $\mathcal{M}$.

Lemma 4.5.2. Let $f: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ be the distance function given by

$$
f\left(x_{i}, x_{j}\right)=\left|\log x_{i}-\log x_{j}\right|
$$

for any $x_{i}, x_{j} \in \mathbb{R}_{+}$, then the pair $\left(\mathbb{R}_{+}, f\right)$ is a complete metric space.

Proof. It is clear that $f$ is non-negative, symmetric, and that $d\left(x_{i}, x_{j}\right)=0$ if and only if $x_{i}=x_{j}$. The triangle inequality holds for any $x_{i}, x_{j}, x_{k} \in \mathbb{R}_{+}$by

$$
\begin{aligned}
f\left(x_{i}, x_{j}\right) & =\left|\log x_{i}-\log x_{j}\right| \\
& =\left|\log x_{i}-\log x_{k}+\log x_{k}-\log x_{j}\right| \\
& \leq\left|\log x_{i}-\log x_{k}\right|+\left|\log x_{k}-\log x_{j}\right| \\
& =f\left(x_{i}, x_{k}\right)+f\left(x_{k}, x_{j}\right) .
\end{aligned}
$$

To show that this space is complete, choose any Cauchy sequence $\left\{x_{n}\right\} \subset \mathbb{R}_{+}$and note that this sequence can be written as $\left\{x_{n}\right\}=\left\{e^{y_{n}}\right\}$ with $y_{n}=\log \left(x_{n}\right)$. The sequence $\left\{y_{n}\right\} \subset \mathbb{R}$ must be Cauchy with respect to the Euclidean metric because for any $\epsilon>0$ there exists an $N>0$ such that $f\left(x_{n}, x_{m}\right)<\epsilon$ for all $n, m>N$, which implies that

$$
\left|y_{n}-y_{m}\right|=\left|\log x_{n}-\log x_{m}\right|=f\left(x_{n}, x_{m}\right)<\epsilon .
$$

Since $\left\{y_{n}\right\}$ is a Cauchy sequence in a complete space, there exists some $y \in \mathbb{R}$ such that $y_{n} \rightarrow y$ which implies that $x_{n}=e^{y_{n}} \rightarrow e^{y}$.

Proposition 4.5.3. Let $d: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ be the distance function given by

$$
d(m, n)=\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log m_{i j}\left(x_{j}\right)-\log n_{i j}\left(x_{j}\right)\right|
$$

then the pair $(\mathcal{M}, d)$ is a complete metric space.
Proof. It is clear that $d$ is non-negative, symmetric, and that $d(m, n)=0$ if and only if $m=n$. To show the triangle inequality, choose any $m, n, p \in \mathcal{M}$ and observe that

$$
\begin{aligned}
d(m, n) & =\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log m_{i j}\left(x_{j}\right)-\log n_{i j}\left(x_{j}\right)\right| \\
& \leq \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left(\left|\log m_{i j}\left(x_{j}\right)-\log p_{i j}\left(x_{j}\right)\right|+\left|\log p_{i j}\left(x_{j}\right)-\log n_{i j}\left(x_{j}\right)\right|\right) \\
& \leq \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log m_{i j}\left(x_{j}\right)-\log p_{i j}\left(x_{j}\right)\right|+\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log p_{i j}\left(x_{j}\right)-\log n_{i j}\left(x_{j}\right)\right| \\
& =d(m, p)+d(p, n) .
\end{aligned}
$$

Now choose any Cauchy sequence $\left\{m^{(t)}\right\} \subset \mathcal{M}$, then $\left\{m_{i j}^{(t)}\left(x_{j}\right)\right\} \subset \mathbb{R}_{+}$is a Cauchy sequence in $\left(\mathbb{R}_{+}, f\right)$ because for any $\epsilon>0$ there exists an $N>0$ such that for all $s, t>N$

$$
\begin{aligned}
f\left(m_{i j}^{(t)}\left(x_{j}\right), m_{i j}^{(s)}\left(x_{j}\right)\right) & =\left|\log m_{i j}^{(t)}\left(x_{j}\right)-\log m_{i j}^{(s)}\left(x_{j}\right)\right| \\
& \leq \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log m_{i j}^{(t)}\left(x_{j}\right)-\log m_{i j}^{(s)}\left(x_{j}\right)\right| \\
& =d\left(m^{(t)}, m^{(s)}\right) \\
& <\epsilon
\end{aligned}
$$

Given that the pair $\left(\mathbb{R}_{+}, f\right)$ is a complete metric space by Lemma 4.5.2, there exists some $m$ such that $m_{i j}^{(t)}\left(x_{j}\right) \rightarrow m_{i j}\left(x_{j}\right)$. Thus, the space $(\mathcal{M}, d)$ is complete because $m^{(t)} \rightarrow m \in \mathcal{M}$ by

$$
d\left(m^{(t)}, m\right)=\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}} f\left(m_{i j}^{(t)}\left(x_{j}\right), m_{i j}\left(x_{j}\right)\right) \rightarrow 0
$$

Now that this problem is set up under the framework of a complete metric space, we prove that $\hat{S}$ has a unique and globally attracting fixed point by showing that this operator is contractive.

Lemma 4.5.4. The operator $\hat{S}$ is contractive with Lipschitz constant $\gamma$.

Proof. Choose any $m, n \in \mathcal{M}$, then

$$
\begin{aligned}
(\hat{S} m)_{i j}\left(x_{j}\right) & =\sum_{x_{i}} \phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} m_{k i}\left(x_{i}\right)^{\gamma w_{k i}} \\
& =\sum_{x_{i}} \phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} n_{k i}\left(x_{i}\right)^{\gamma w_{k i}} \prod_{k \in \mathcal{N}(i) \backslash j} \frac{m_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}{n_{k i}\left(x_{i}\right)^{\gamma w_{k i}}} \\
& \leq\left(\sum_{x_{i}} \phi_{i}\left(x_{i}\right) \psi_{i j}\left(x_{i}, x_{j}\right) \prod_{k \in \mathcal{N}(i) \backslash j} n_{k i}\left(x_{i}\right)^{\gamma w_{k i}}\right)\left(\max _{x_{i}} \prod_{k \in \mathcal{N}(i) \backslash j} \frac{m_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}{n_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}\right) \\
& =(\hat{S} n)_{i j}\left(x_{j}\right) \max _{x_{i}} \prod_{k \in \mathcal{N}(i) \backslash j} \frac{m_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}{n_{k i}\left(x_{i}\right)^{\gamma w_{k i}}} .
\end{aligned}
$$

Taking the logarithm of both sides yields that

$$
\begin{aligned}
& \log (\hat{S} m)_{i j}\left(x_{j}\right) \leq \log \left((\hat{S} n)_{i j}\left(x_{j}\right) \max _{x_{i}} \prod_{k \in \mathcal{N}(i) \backslash j} \frac{m_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}{n_{k i}\left(x_{i}\right)^{\gamma w_{k i}}}\right) \\
&=\log (\hat{S} n)_{i j}\left(x_{j}\right)+\gamma \max _{x_{i}} \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i} \log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)} \\
& \leq \log (\hat{S} n)_{i j}\left(x_{j}\right)+\gamma \max _{x_{i}} \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left|\log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)}\right| \\
& \Longrightarrow \log (\hat{S} m)_{i j}\left(x_{j}\right)-\log (\hat{S} n)_{i j}\left(x_{j}\right) \leq \gamma \max _{x_{i}} \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left|\log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)}\right| .
\end{aligned}
$$

Since this inequality holds when $m$ and $n$ are interchanged, we can take the absolute value of the left hand side. Moreover, given that the above inequality holds for any $x_{j} \in \Omega$, it must hold for the
maximum over $x_{j}$ the left hand side.

$$
\begin{aligned}
\max _{x_{j}}\left|\log \frac{(\hat{S} m)_{i j}\left(x_{j}\right)}{(\hat{S} n)_{i j}\left(x_{j}\right)}\right| & \leq \gamma \max _{x_{i}} \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left|\log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)}\right| \\
& \leq \gamma \max _{i \in V} \max _{j \in N(i)} \max _{x_{i}} \sum_{k \in \mathcal{N}(i) \backslash j} w_{k i}\left|\log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)}\right| \\
& \leq \gamma \max _{i \in V} \max _{j \in N(i)} \max _{k \in \mathcal{N}(i) \backslash j} \max _{x_{i}}\left|\log \frac{m_{k i}\left(x_{i}\right)}{n_{k i}\left(x_{i}\right)}\right| \\
& =\gamma \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{m_{i j}\left(x_{i}\right)}{n_{i j}\left(x_{i}\right)}\right| .
\end{aligned}
$$

Since the edge $\{i, j\} \in E$ was chosen arbitrarily from the beginning, the inequality holds for any $\{i, j\} \in E$. The final result is obtained by taking the maximum of the left hand side over all the edges in the graph.

$$
\begin{gathered}
\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{(\hat{S} m)_{i j}\left(x_{j}\right)}{(\hat{S} n)_{i j}\left(x_{j}\right)}\right| \leq \gamma \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{m_{i j}\left(x_{i}\right)}{n_{i j}\left(x_{i}\right)}\right| \\
\Longrightarrow d(\hat{S} m, \hat{S} n) \leq \gamma d(m, n)
\end{gathered}
$$

Theorem 4.5.1. The message passing operator $\hat{S}$ has a unique fixed point $m^{\star} \in \mathcal{M}$ and the sequence defined by $m^{(t+1)}:=\hat{S} m^{(t)}$ converges to $m^{\star}$. Furthermore, after $t$ iterations

$$
d\left(\hat{S}^{(t)} m^{(0)}, m^{\star}\right) \leq \gamma^{t} d\left(m^{(0)}, m^{\star}\right)
$$

Proof. Given that the pair $(\mathcal{M}, d)$ is a complete metric space by Proposition 4.5.3 and $\hat{S}$ is a contraction by Lemma 4.5.4, then the result holds by applying Banach's fixed point theorem.

### 4.6 Discussion

The purpose of this chapter is to introduce convex combination belief propagation which is a convergent alternatives to traditional belief propagation. The primary advantage of this class of algorithms is that they converge to unique fixed points on graphs with arbitrary topology,
independent of the initialization of messages. We provided a characterization of the beliefs obtained from the min-sum version of the algorithm in the case when the graph is tree-structured. In addition, we demonstrated the practical application of this algorithm for image restoration.

Although convex combination belief propagation has good theoretical properties, one drawback is that the resulting beliefs may not provide a good approximation of the true min-marginals (or marginal distributions) in the case of the min-sum (or sum-product) algorithm. For example, traditional belief propagation is guaranteed to compute the exact min-marginals (or marginals) when the graph is tree-structured. However, we showed the beliefs obtained with convex combination belief propagation are the min-marginals of a weighted energy function when the graph is treestructured. Although the beliefs are likely to differ from the true min-marginals (or marginals), the beliefs still provide useful information. To illustrate this point, we provide an example of using convex combination belief propagation to obtain a fixed point in the spin glass model from statistical physics.

Example 4.6.1. Let $G=(V, E)$ be a complete graph with twelve nodes and let $\Omega=\{-1,1\}$ be a set of labels. Let $E: \Omega^{12} \rightarrow \mathbb{R}$ be the energy

$$
E(x)=\sum_{i \in V} y_{i} x_{i}+\sum_{\{i, j\} \in E} \lambda_{i j} x_{i} x_{j}
$$

each $y_{i}$ was uniformly sampled from $\{-1,1\}$ and $\lambda_{i j}$ was sampled from a standard normal distribution.

Let $\gamma=0.9$ and $w_{k i}=1 /(|\mathcal{N}(i)|-1)$ in convex combination belief propagation. Let $\alpha=0.9$ in damped belief propagation. We initialized the messages as $m_{i j}^{(0)}=(1,1)$ and applied both belief propagation algorithms to this example. For each algorithm, we computed the belief function of every node along with the true min-marginals of the energy. In Figure 4.13, we show the value of these functions when $x_{i}=1$. (Note: each function was shifted to have mean zero.)


Figure 4.13: Beliefs obtained from min-sum belief propagation algorithms and exact min-marginals of the energy from Example 4.6.1. Damped belief propagation (dmp BP) failed to converge and the vertical lines show how the beliefs oscillated in the last 100 iterations before stopping the algorithm after 1000 iterations. Convex combination belief propagation (cc BP ) converged as expected, but the resulting beliefs differ from the true min-marginals.

In Figure 4.13, we see that the beliefs obtained with damped belief propagation oscillate despite the damping factor being quite large. In contrast, convex combination belief propagation converged, but some of the beliefs are not a good approximation of the true marginals. We have seen convex combination belief propagation obtain good approximations to min-marginals across many problem instances, but there is no theoretical bound on the quality of this approximation. This is an issue that is shared by both convex combination and damped belief propagation (when damped BP converges).

In damped belief propagation, the message passing operator $Q_{\alpha}$ can have multiple fixed points. Some fixed points may be attractive while others may be repelling which makes the dynamics of fixed point iteration unstable. Convex combination belief propagation is always guaranteed to converge. Although the beliefs may differ from the true min-marginals, the beliefs provide useful information to find a good approximation of the MAP solution. In this setting, the accuracy of the beliefs is less important because they are only used to choose a good label for each node in the graph.

Consider the problem of obtaining an optimal labelling in Example 4.6.1. Each belief in Figure 4.13 was centered to have mean zero. Since the label space consists of exactly two elements each belief function is positive for one label and negative for the other (under the assumption there are no ties between labels). In this framework, the value " 0 " functions as a decision boundary where favorable labels correspond to negative beliefs. The beliefs obtained with damped belief propagation in Example 4.6.1 are problematic because they oscillate. In some special cases of oscillations, the beliefs can be useful as long as they choose the same label for the entire period of the oscillation. However, the beliefs in Example 4.6.1 do not fall into this category. Instead these beliefs are uninformative because they oscillate about the decision boundary. Given these circumstances it is difficult to confidently choose a labelling with the beliefs.

In contrast, although the beliefs obtained with convex combination belief propagation differ from the true min-marginals, they agree on the optimal label for all but one node (see Figure 4.13). This example highlights the strength of this algorithm, namely that it converges on difficult problem instances and the beliefs tend to align with the true min-marginals. Thus, one conclusion to draw from this example is that convex combination belief propagation provides useful information in decision based applications.

Next we include a similar example for the sum-product message passing operators.

Example 4.6.2. Let $G=(V, E)$ be a complete graph with twelve nodes and let $\Omega=\{-1,1\}$ be a set of labels. Let the joint distribution of this model be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \exp \left(-\sum_{i \in V} y_{i} x_{i}-\sum_{\{i, j\} \in E} \lambda_{i j} x_{i} x_{j}\right)
$$

$y_{i}$ was uniformly sampled from $\{-1,1\}$ and $\lambda_{i j}$ was sampled from a standard normal distribution.
Let $\gamma=0.9$ and $w_{k i}=1 /(|\mathcal{N}(i)|-1)$ in convex combination belief propagation and let $\alpha=0.9$ in damped belief propagation. We used the initial set of messages $m_{i j}^{(0)}=(1,1)$, then applied damped and convex combination belief propagation. For each algorithm, we computed beliefs of every node along with the true marginals. In Figure 4.14, we show the value of these functions when $x_{i}=1$.


Figure 4.14: Beliefs obtains from sum-product belief propagation and exact marginals from Example 4.6.2. Damped belief propagation failed to converge and the vertical lines show how the belief functions oscillated in the last 100 iterations before stopping the algorithm after 1000 iterations. Convex combination belief propagation converged as expected, but the resulting belief functions differ from the true marginals.

In this framework, a common objective is to obtain the most probable label for each node. A probable label for node $i$ is obtained from by maximizing its belief. Given there are two possible labels and the beliefs are normalized to add to one, the value " 0.5 " functions as a decision boundary. In Figure 4.14 we see that the beliefs obtained from damped belief propagation are uninformative because they oscillate about the decision boundary. In contrast, convex combination belief propagation provides a conclusive result and agrees with the true marginals on all but two labels.

### 4.7 Conclusion

We conclude by noting that convex combination belief propagation is not only guaranteed to converge on arbitrary graphs but also converges quickly. As discussed above the resulting beliefs provide useful information in the context of decision making, a central component of an intelligence system. Many applications require powerful algorithms that can handle complex and large scale
data sets. Convex combination belief propagation is a natural fit for these applications because it is designed to converge on the most challenging problems.

Although this algorithm has potential useful applications, we improve the accuracy of this algorithm by utilizing homotopy continuation. Since the weights in the message passing operators affects the accuracy, we use homotopy continuation to gradually phase out the weights. Homotopy continuation is the main focus of Chapters 6 and 7 , before introducing this algorithm we generalize convex combination belief propagation to factor graphs.

## CHAPTER 5

## Convex Combination Belief Propagation on Factor Graphs

This chapter presents a generalization of convex combination belief propagation to factor graphs. In Sections 5.2 and 5.3, we introduce the message passing operators used in the sum-product and max-product algorithm, respectively. Then we conclude the chapter with some discussion of the shortcomings of convex combination belief propagation in Chapter 5.4.

### 5.1 Theoretical Settings

Let $G=(V \cup F, E)$ be an undirected bipartite graph with the set of variable nodes $V=\{1, \ldots, n\}$ and factor nodes $F=\{1, \ldots, m\}$. In this chapter, variable and factor nodes are concisely referred to as variables and factors, respectively. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector and let $\Omega=\{1, \ldots, N\}$ be the set of possible outcomes of each random variable. Let the joint distribution of the factor graph be

$$
\mathbb{P}(X=x)=\frac{1}{Z} \prod_{f \in F} \Psi_{f}\left(x_{\mathcal{N}(f)}\right),
$$

where $\Psi_{f}$ is assumed to be positive.

### 5.2 Sum-Product Algorithm

The main objective of this section is to present the factor graph version of the sum-product algorithm in convex combination belief propagation. In Section 5.2.1, we define the message passing operators and the message update scheme. The remainder of this section focuses on proving that the algorithm is guaranteed to converge. We define a metric on the space of messages in Section 5.2.2, then prove that the normalization operator is Lipschitz with respect to an equivalent metric in Section 5.2.3. In Section 5.2.4, we prove that the algorithm is guaranteed to converge to a unique fixed point.

### 5.2.1 Message Passing Operators

Next we generalize convex combination belief propagation to factor graphs, then prove that the algorithm is guaranteed to converge to a unique fixed point. Belief propagation on factor graphs is more complex since it involves message passing between two difference types of nodes. In order to ensure that the algorithm converges, we use edge-based weights in both message passing operators.

One of the operators also incorporates a normalization to ensures that the messages sum to one. Normalization is not necessary to guarantee that the algorithm converges. However, it is needed to prove certain properties about the homotopy continuation algorithm in the next chapter. We include the normalization operator in this chapter in order to lay the theoretical foundation for the homotopy continuation algorithm.

The addition of the normalization operator also implies that its output is an vector in a high dimensional simplex. Let $\mathcal{K}$ be the simplex given by

$$
\mathcal{K}=\bigotimes_{i \in V} \bigotimes_{f \in \mathcal{N}(i)} \Delta^{N},
$$

where $\Delta^{N}$ is the $N$-simplex.

Definition 5.2.1. The message passing operator $\hat{T}: \mathcal{K} \rightarrow \mathcal{M}$ in sum-product convex combination belief propagation is given by

$$
(\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right)=\prod_{g \in \mathcal{N}(i) \backslash f} \mu_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}},
$$

where the weights in the sum must satisfy $\sum_{g} w_{g \rightarrow i} \leq 1$ and $\gamma \in(0,1 / 2)$.
Definition 5.2.2. The message passing operator $\hat{S}: \mathcal{M} \rightarrow \mathcal{K}$ in sum-product belief propagation is $\hat{S}=N \hat{R} . \hat{R}$ computes a new message using a weighted version of the sum-product equation and $N$ normalizes each message.

$$
\begin{aligned}
& (\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right)=\sum_{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}} \\
& (N \nu)_{f \rightarrow i}\left(x_{i}\right)=\frac{\nu_{i \rightarrow f}\left(x_{i}\right)}{\sum_{\tau \in \Omega} \nu_{i \rightarrow f}(\tau)},
\end{aligned}
$$

where the weights in the sum must satisfy $\sum_{j} w_{j \rightarrow f} \leq 1$.
The simplest way to define each weight is to set $w_{g \rightarrow i}=1 /(|\mathcal{N}(i)|-1)$ and $w_{j \rightarrow f}=1 /$ $(|\mathcal{N}(f)|-1)$. Alternatively one can give more weight to certain edges based on some additional information from a particular application (see [20]). The operator $\hat{T}$ also includes a damping factor $\gamma$. Later in this section, we see that this parameter is necessary to guarantee convergence. In addition, the magnitude of this value controls the rate of convergence.

In traditional belief propagation, the messages are initialized and then repeatedly updated with $T$ and $S$ until both sets of messages converge. Our algorithm could utilize the same update scheme with $\hat{T}$ and $\hat{S}$. However, this scheme is inefficient in terms of memory usage. Instead we argue that it's better to initialize one set of messages $\mu^{(0)} \in \mathcal{K}$, then repeatedly update the messages with the composition operator $\hat{\Theta}=N \hat{S} \hat{T}$.

Definition 5.2.3. The message passing operator $\hat{\Theta}: \mathcal{K} \rightarrow \mathcal{K}$ in sum-product convex combination belief propagation is $\hat{\Theta}=N \hat{S} \hat{T}$ given by

$$
(\hat{S} \hat{T} \mu)_{f \rightarrow i}\left(x_{i}\right)=\sum_{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i}\left(\prod_{g \in N(j) \backslash f} \mu_{g \rightarrow j}\left(x_{j}\right)^{\gamma w_{g \rightarrow j}}\right)^{w_{j \rightarrow f}} .
$$

The composition operator can be defined with either $\hat{T} \hat{S}$ or $\hat{S} \hat{T}$. We use the latter because the beliefs are ultimately computed with the output of this operator. The message passing scheme defined by $\hat{\Theta}$ is equivalent to the scheme used in traditional belief propagation. But the advantage of is that it requires half as much memory, since only one set of messages is stored on each iteration. The composition operator exploits that each message update $\mu^{(n+1)}$ can be directly computed from $\mu^{(n)}$ without accessing $\nu^{(n)}$ from memory. Alternatively, the message $\nu_{j \rightarrow f}^{(n)}$ is computed as an intermediate step, then immediately used to obtain the update $\mu_{f \rightarrow i}^{(n+1)}$. Moreover, it is unnecessary to compute and store both sets of messages because their convergence is interdependent.

### 5.2.2 Message Passing in a Metric Space

The main objective of this section is to prove that the sum-product version of convex combination belief propagation is guaranteed to converge on factor graphs. We use Banach's fixed point theorem to prove this result, which requires that the problem is formulated under the framework of a metric space. In the next lemma, we define a distance function over the set of positive reals and prove that this pair is a complete metric space. Then we extend this distance function into a metric that is defined over the product space $\mathcal{K}$.

Lemma 5.2.4. Let $f: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ be the distance function given by

$$
f\left(x_{i}, x_{j}\right)=\left|\log x_{i}-\log x_{j}\right|
$$

for any $x_{i}, x_{j} \in \mathbb{R}_{+}$, then the pair $\left(\mathbb{R}_{+}, f\right)$ is a complete metric space.
Proof. It is clear that $f$ is non-negative, symmetric, and that $d\left(x_{i}, x_{j}\right)=0$ if and only if $x_{i}=x_{j}$. The triangle inequality holds for any $x_{i}, x_{j}, x_{k} \in \mathbb{R}_{+}$by

$$
\begin{aligned}
f\left(x_{i}, x_{j}\right) & =\left|\log x_{i}-\log x_{j}\right| \\
& =\left|\log x_{i}-\log x_{k}+\log x_{k}-\log x_{j}\right| \\
& \leq\left|\log x_{i}-\log x_{k}\right|+\left|\log x_{k}-\log x_{j}\right| \\
& =f\left(x_{i}, x_{k}\right)+f\left(x_{k}, x_{j}\right) .
\end{aligned}
$$

To show that this space is complete, choose any Cauchy sequence $\left\{x_{n}\right\} \subset \mathbb{R}_{+}$and note that this sequence can be written as $\left\{x_{n}\right\}=\left\{e^{y_{n}}\right\}$ with $y_{n}=\log \left(x_{n}\right)$. The sequence $\left\{y_{n}\right\} \subset \mathbb{R}$ is Cauchy with respect to the Euclidean metric because for any $\epsilon>0$ there exists an $N>0$ such that $f\left(x_{n}, x_{m}\right)<\epsilon$ for all $n, m>N$, which implies that

$$
\left|y_{n}-y_{m}\right|=\left|\log x_{n}-\log x_{m}\right|=f\left(x_{n}, x_{m}\right)<\epsilon .
$$

Since $\left\{y_{n}\right\}$ is a Cauchy sequence in a complete space, there exists some $y \in \mathbb{R}$ such that $y_{n} \rightarrow y$ which implies that $x_{n}=e^{y_{n}} \rightarrow e^{y}$.

Proposition 5.2.5. Let $d: \mathcal{K} \times \mathcal{K} \rightarrow \mathbb{R}$ be the distance function given by

$$
d(\mu, \lambda)=\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \mu_{f \rightarrow i}\left(x_{i}\right)-\log \lambda_{f \rightarrow i}\left(x_{i}\right)\right|
$$

for any $\mu, \lambda \in \mathcal{K}$, then the pair $(\mathcal{K}, d)$ is a complete metric space.
Proof. It is clear that $d$ is non-negative, symmetric, and that $d(\mu, \lambda)=0$ if and only if $\mu=\lambda$. The triangle inequality holds for any $\mu, \lambda, \psi \in \mathcal{K}$ by

$$
\begin{aligned}
d(\mu, \lambda) & =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \mu_{f \rightarrow i}\left(x_{i}\right)-\log \lambda_{f \rightarrow i}\left(x_{i}\right)\right| \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left(\left|\log \mu_{f \rightarrow i}\left(x_{i}\right)-\log \psi_{f \rightarrow i}\left(x_{i}\right)\right|+\mid \log \psi_{f \rightarrow i}\left(x_{i}\right)-\log \lambda_{f \rightarrow i}\left(x_{i} \mid\right)\right. \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \mu_{f \rightarrow i}\left(x_{i}\right)-\log \psi_{f \rightarrow i}\left(x_{i}\right)\right|+\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \psi_{f \rightarrow i}\left(x_{i}\right)-\log \lambda_{f \rightarrow i}\left(x_{i}\right)\right| \\
& =d(\mu, \psi)+d(\psi, \lambda) .
\end{aligned}
$$

Given any Cauchy sequence $\left\{\mu^{(n)}\right\} \subset \mathcal{K}$, then $\left\{\mu_{f \rightarrow i}^{(n)}\left(x_{i}\right)\right\} \subset \mathbb{R}_{+}$is a Cauchy sequence in $\left(\mathbb{R}_{+}, f\right)$ because for any $\epsilon>0$ there exists an $N>0$ such that for all $n, m>N$

$$
\begin{aligned}
f\left(\mu_{f \rightarrow i}^{(n)}\left(x_{i}\right), \mu_{f \rightarrow i}^{(m)}\left(x_{i}\right)\right) & =\left|\log \mu_{f \rightarrow i}^{(n)}\left(x_{i}\right)-\log \mu_{f \rightarrow i}^{(m)}\left(x_{i}\right)\right| \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \mu_{f \rightarrow i}^{(n)}\left(x_{i}\right)-\log \mu_{f \rightarrow i}^{(m)}\left(x_{i}\right)\right| \\
& =d\left(\mu^{(n)}, \mu^{(m)}\right) \\
& <\epsilon .
\end{aligned}
$$

Given that the pair $\left(\mathbb{R}_{+}, f\right)$ is a complete metric space by Lemma 5.2.4, there exists some $\mu \in \mathcal{K}$ such that $\mu_{f \rightarrow i}^{(n)}\left(x_{i}\right) \rightarrow \mu_{f \rightarrow i}\left(x_{i}\right)$. Thus, the space $(\mathcal{K}, d)$ is complete because $\mu^{(n)} \rightarrow \mu \in \mathcal{K}$ by

$$
d\left(\mu^{(n)}, \mu\right)=\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}} f\left(\mu_{f \rightarrow i}^{(n)}\left(x_{j}\right), \mu_{f \rightarrow i}\left(x_{i}\right)\right) \rightarrow 0 .
$$

### 5.2.3 Lipschitz Continuity of the Normalization Operator

In this section, we prove that the normalization operator $N$ is 2-Lipschitz with respect to the metric d. It is difficult to directly prove this fact using the definition of the metric. Instead we circumvent this issue by defining an equivalent metric $d^{\prime}$, then prove that $N$ is Lipschitz in this metric. A metric $d^{\prime}$ is said to be equivalent to another metric $d$ if there exists constants $\alpha, \beta>0$ such that

$$
\alpha d(\mu, \lambda) \leq d^{\prime}(\mu, \lambda) \leq \beta d(\mu, \lambda) .
$$

for any $\mu, \lambda \in \mathcal{K}$. This notion is useful because $N$ being Lipschitz in $d^{\prime}$ implies that it must also be Lipschitz with respect to any equivalent metric. However, one important note is that the Lipschitz constant often differs between equivalent metrics.

Proposition 5.2.6. Let $d^{\prime}: \mathcal{K} \times \mathcal{K} \rightarrow \mathbb{R}$ be the distance function given by

$$
d^{\prime}(\mu, \lambda)=\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v \in \Omega}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right|
$$

for any $\mu, \lambda \in \mathcal{K}$, then the pair $\left(\mathcal{K}, d^{\prime}\right)$ is a metric space.

Proof. It is clear that $d^{\prime}$ is non-negative, symmetric, and that $d^{\prime}(\mu, \lambda)=0$ if and only if $\mu=\lambda$. The triangle inequality holds for any $\mu, \lambda, \psi \in \mathcal{K}$ by

$$
\begin{aligned}
d^{\prime}(\mu, \lambda) & =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{n_{f \rightarrow i}(\tau)}{n_{f \rightarrow i}(v)}\right| \\
& =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}+\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right| \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left(\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}\right|+\left|\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right|\right) \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}\right|+\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\psi_{f \rightarrow i}(\tau)}{\psi_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right| \\
& =d(\mu, \psi)+d(\psi, \lambda) .
\end{aligned}
$$

Lemma 5.2.7. Given any $\mu, \lambda \in \mathcal{K}$, then there exists some $v \in \Omega$ such that

$$
\max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}\right| \leq \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}-\log \frac{\mu_{f \rightarrow i}(v)}{\lambda_{f \rightarrow i}(v)}\right|
$$

when $\mu_{f \rightarrow i}$ and $\lambda_{f \rightarrow i}$ are both normalized.
Proof. Assume, without loss of generality, that

$$
\tau^{\star}:=\arg \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}\right| \quad \text { and } \quad \log \frac{\mu_{f \rightarrow i}\left(\tau^{\star}\right)}{\lambda_{f \rightarrow i}\left(\tau^{\star}\right)}>0
$$

The inequality on the right implies that $\lambda_{f \rightarrow i}\left(\tau^{\star}\right)<\mu_{f \rightarrow i}\left(\tau^{\star}\right)$, so the claim holds if $\mu_{f \rightarrow i}(v) \leq$ $\lambda_{f \rightarrow i}(v)$ for some $v \in \Omega$. Conversely, if $\lambda_{f \rightarrow i}(v)<\mu_{f \rightarrow i}(v)$ for every $v \in \Omega$, then summing this inequality over every $v \in \Omega$ implies that

$$
\sum_{\tau \in \Omega} \lambda_{f \rightarrow i}(\tau)<\sum_{\tau \in \Omega} \mu_{f \rightarrow i}(\tau)=1
$$

But this contradicts the constraint that each message must sum to one.

Proposition 5.2.8. The metric $d^{\prime}$ is equivalent to $d$.

Proof. Given any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
d^{\prime}(\mu, \lambda) & =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right| \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}\right|+\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{v}\left|\log \frac{\mu_{f \rightarrow i}(v)}{\lambda_{f \rightarrow i}(v)}\right| \\
& =2 \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}\right| \\
& =2 d(\mu, \lambda)
\end{aligned}
$$

The reverse inequality holds by applying Lemma 5.2.7 to

$$
\begin{aligned}
d(\mu, \lambda) & =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}\right| \\
& \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau, v}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\mu_{f \rightarrow i}(v)}-\log \frac{\lambda_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(v)}\right| \\
& =d^{\prime}(\mu, \lambda) .
\end{aligned}
$$

We obtain the final result by combining the equalities to conclude that

$$
d(\mu, \lambda) \leq d^{\prime}(m, n) \leq 2 d(\mu, \lambda)
$$

Lemma 5.2.9. The normalization operator $N$ is 1 -Lipschitz in the metric $d^{\prime}$.
Proof. Choose any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
d^{\prime}(N \mu, N \lambda) & =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau}\left|\log \frac{(N \mu)_{f \rightarrow i}(\tau)}{(N \lambda)_{f \rightarrow i}(\tau)}-\log \frac{(N \mu)_{f \rightarrow i}(v)}{(N \lambda)_{f \rightarrow i}(v)}\right| \\
& =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{\tau}\left|\log \frac{\mu_{f \rightarrow i}(\tau)}{\lambda_{f \rightarrow i}(\tau)}-\log \frac{\mu_{f \rightarrow i}(v)}{\lambda_{f \rightarrow i}(v)}\right| \\
& =d(\mu, \lambda)
\end{aligned}
$$

where the simplification on the second line holds because the normalization constants cancel.
Proposition 5.2.10. The normalization operator $N$ is 2 -Lipschitz in the metric $d$.

Proof. Choose any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
d(N \mu, N \lambda) & \leq d^{\prime}(N \mu, N \lambda) \\
& =d^{\prime}(\mu, \lambda) \\
& \leq 2 d(\mu, \lambda)
\end{aligned}
$$

which holds by applying Proposition 5.2.9 and Lemma 5.2.8.

### 5.2.4 Convergence

Next we prove that $\hat{\Theta}$ is contractive by exploiting that it is a composition of operators. Since each individual operator is Lipschitz, $\widehat{\Theta}$ must also be Lipschitz. Although the Lipschitz constant of each operator may be different, composing them results in a Lipschitz constant less than one.

Lemma 5.2.11. The operator $\hat{T}$ is a contraction with Lipschitz constant $\gamma$ with respect to the metric $d$.

Proof. Choose any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
(\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right) & =\prod_{g \in \mathcal{N}(i) \backslash f} \mu_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}} \\
& =\left(\prod_{g \in \mathcal{N}(i) \backslash f} \lambda_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}}\right)\left(\prod_{g \in \mathcal{N}(i) \backslash f} \frac{\mu_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}}}{\lambda_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}}}\right) \\
& =(\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)\left(\prod_{g \in \mathcal{N}(i) \backslash f} \frac{\mu_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}}}{\lambda_{g \rightarrow i}\left(x_{i}\right)^{\gamma w_{g \rightarrow i}}}\right) \\
& \leq(\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)\left(\max _{y_{i}} \prod_{g \in \mathcal{N}(i) \backslash f} \frac{\mu_{g \rightarrow i}\left(y_{i}\right)^{\gamma w_{g \rightarrow i}}}{\lambda_{g \rightarrow i}\left(y_{i}\right)^{\gamma w_{g \rightarrow i}}}\right)
\end{aligned}
$$

Taking the logarithm of both sides yields that

$$
\begin{aligned}
\log (\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right) & \leq \log (\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)+\log \left(\max _{y_{i}} \prod_{g \in \mathcal{N}(i) \backslash f} \frac{\mu_{g \rightarrow i}\left(y_{i}\right)^{\gamma w_{g \rightarrow i}}}{\lambda_{g \rightarrow i}\left(y_{i}\right)^{\gamma w_{g \rightarrow i}}}\right) \\
& =\log (\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)+\gamma \sum_{g \in \mathcal{N}(i) \backslash f} w_{g \rightarrow i} \max _{y_{i}} \log \frac{\mu_{g \rightarrow i}\left(y_{i}\right)}{\lambda_{g \rightarrow j}\left(y_{i}\right)} \\
& \leq \log (\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)+\gamma \sum_{g \in \mathcal{N}(i) \backslash f} w_{g \rightarrow i} \max _{y_{i}}\left|\log \frac{\mu_{g \rightarrow i}\left(y_{i}\right)}{\lambda_{g \rightarrow i}\left(y_{i}\right)}\right| \\
& \leq \log (\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)+\gamma \max _{g \in \mathcal{N}(i) \backslash f} \max _{y_{i}}\left|\log \frac{\mu_{g \rightarrow i}\left(y_{i}\right)}{\lambda_{g \rightarrow i}\left(y_{i}\right)}\right|,
\end{aligned}
$$

where the last inequality holds by using that the weights are a convex combination. Now the inequality can be written as

$$
\log \frac{(\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right)}{(\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)} \leq \gamma \max _{g \in \mathcal{N}(i) \backslash f} \max _{y_{i}}\left|\log \frac{\mu_{g \rightarrow i}\left(y_{i}\right)}{\lambda_{g \rightarrow j}\left(y_{i}\right)}\right| .
$$

Since this inequality holds when $\mu$ and $\lambda$ are interchanged, we can take the absolute value of the left hand side. Moreover, given that the above inequality holds for any $x_{i} \in \Omega$, it must hold for the maximum of the left hand side.

$$
\begin{aligned}
\max _{x_{i}}\left|\log \frac{(\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right)}{(\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)}\right| & \leq \gamma \max _{g \in \mathcal{N}(i) \backslash f} \max _{y_{i}}\left|\log \frac{\mu_{g \rightarrow i}\left(y_{i}\right)}{\lambda_{g \rightarrow i}\left(y_{i}\right)}\right| \\
& \leq \gamma \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{y_{i}}\left|\log \frac{\mu_{f \rightarrow i}\left(y_{i}\right)}{\lambda_{f \rightarrow i}\left(y_{i}\right)}\right|
\end{aligned}
$$

Since the edge $\{i, f\} \in E$ was chosen arbitrarily from the beginning, the inequality holds for any $\{i, f\} \in E$. The final result is obtained by taking the maximum of the left hand side over all the edges in the graph.

$$
\begin{gathered}
\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{(\hat{T} \mu)_{i \rightarrow f}\left(x_{i}\right)}{(\hat{T} \lambda)_{i \rightarrow f}\left(x_{i}\right)}\right| \leq \gamma \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{y_{i}}\left|\log \frac{\mu_{f \rightarrow i}\left(y_{i}\right)}{\lambda_{f \rightarrow i}\left(y_{i}\right)}\right| \\
\Longrightarrow d(\hat{T} \mu, \hat{T} \lambda) \leq \gamma d(\mu, \lambda)
\end{gathered}
$$

Lemma 5.2.12. The operator $\hat{R}$ is non-expansive with respect to the metric $d$.

Proof. Given any $\nu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
(\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right) & =\sum_{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}} \\
& =\sum_{x_{\mathcal{N}(f)}}\left(\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}} \prod_{j \in \mathcal{N}(f) \backslash i} \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right) \\
& \leq\left(\sum_{x_{\mathcal{N}(f)}} \Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}\right)\left(\max _{y_{j}} \prod_{j \in \mathcal{N}(f) \backslash i} \frac{\nu_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}\right) \\
& =(\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)\left(\max _{y_{j}} \prod_{j \in \mathcal{N}(f) \backslash i} \frac{\nu_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}\right) .
\end{aligned}
$$

Next we take the logarithm of both sides to get that

$$
\begin{aligned}
\log (\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right) & \leq \log (\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\log \left(\max _{y_{j}} \prod_{j \in \mathcal{N}(f) \backslash i} \frac{\nu_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(y_{j}\right)^{w_{j \rightarrow f}}}\right) \\
& =\log (\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\max _{y_{j}} \sum_{j \in \mathcal{N}(f) \backslash i} w_{j \rightarrow f} \log \frac{\nu_{j \rightarrow f}\left(y_{j}\right)}{\lambda_{j \rightarrow f}\left(y_{j}\right)} \\
& \leq \log (\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\sum_{j \in \mathcal{N}(f) \backslash i} w_{j \rightarrow f} \max _{y_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(y_{j}\right)}{\lambda_{j \rightarrow f}\left(y_{j}\right)}\right| \\
& \leq \log (\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\max _{j \in \mathcal{N}(f) \backslash i} \max _{y_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(y_{j}\right)}{\lambda_{j \rightarrow f}\left(y_{j}\right)}\right| \\
\Longrightarrow & \log \frac{(\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right)}{(\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)} \leq \max _{j \in \mathcal{N}(f) \backslash i} \max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)}{\lambda_{j \rightarrow f}\left(x_{j}\right)}\right|
\end{aligned}
$$

Since this inequality holds when $\nu$ and $\lambda$ are interchanged, we can take the absolute value of the left hand side. Moreover, given that the above inequality holds for any $x_{i} \in \Omega$, hence

$$
\begin{aligned}
\max _{x_{i}}\left|\log \frac{(\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right)}{(\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)}\right| & \leq \max _{j \in \mathcal{N}(f) \backslash i} \max _{y_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(y_{j}\right)}{\lambda_{j \rightarrow f}\left(y_{j}\right)}\right| \\
& =\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{y_{i}}\left|\log \frac{\nu_{i \rightarrow f}\left(y_{i}\right)}{\lambda_{i \rightarrow f}\left(y_{i}\right)}\right| .
\end{aligned}
$$

Since the edge $\{i, f\} \in E$ was chosen arbitrarily from the beginning, the inequality holds for any $\{i, f\} \in E$. Thus, the final result is obtained by taking the maximum of the left hand side over all
the edges in the graph.

$$
\begin{gathered}
\max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{(\hat{R} \nu)_{f \rightarrow i}\left(x_{i}\right)}{(\hat{R} \lambda)_{f \rightarrow i}\left(x_{i}\right)}\right| \leq \max _{i \in V} \max _{f \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{\nu_{i \rightarrow f}\left(x_{i}\right)}{\lambda_{i \rightarrow f}\left(x_{i}\right)}\right| \\
\Longrightarrow d(\hat{R} \nu, \hat{R} \lambda) \leq d(\nu, \lambda)
\end{gathered}
$$

Proposition 5.2.13. The operator $\hat{\Theta}$ is a contraction with respect to the metric $d$.
Proof. Given any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
d(\hat{\Theta} \mu, \hat{\Theta} \lambda) & =d(\hat{S} \hat{T} \mu, \hat{S} \hat{T} \lambda) \\
& =d(N \hat{R} \hat{T} \mu, N \hat{R} \hat{T} \lambda) \\
& \leq 2 d(\hat{R} \hat{T} \mu, \hat{R} \hat{T} \lambda) \\
& \leq 2 d(\hat{T} \mu, \hat{T} \lambda) \\
& \leq 2 \gamma d(\mu, \lambda) \\
& <d(\mu, \lambda)
\end{aligned}
$$

where lines 2-4 hold by using Lemmas 5.2.11-5.2.10.
Theorem 5.2.1. The message passing operator $\hat{\Theta}$ has a unique fixed point $\mu^{\star} \in \mathcal{K}$ and the sequence of messages defined by $\mu^{n+1}:=\widehat{\Theta} \mu^{n}$ converges to $\mu^{\star}$ for any initialization $\mu^{\star} \in \mathcal{K}$. Furthermore, after $n$ iterations

$$
d\left(\hat{\Theta}^{(n)} \mu^{(0)}, \mu^{\star}\right) \leq(2 \gamma)^{n} d\left(\mu^{(0)}, \mu^{\star}\right)
$$

Proof. Given that $\hat{\Theta}$ is a contraction by Proposition 5.2.13 and defined over a complete metric space by Proposition 5.2.5, then the result holds by applying Banach's Fixed Point Theorem.

### 5.3 Max-Product Algorithm

The main objective of this section is to present the factor graph version of the max-product algorithm in convex combination belief propagation. In Section 5.3.1, we define the message passing
operators and the message update scheme. Then we prove that the algorithm is guaranteed to converge to a unique fixed point in Section 5.3.2.

### 5.3.1 Message Passing Operators

Now we define a max-product version of convex combination belief propagation and show that the resulting operator has a unique and globally attractive fixed point. We prove this result by showing that this operator is contractive, then invoke Banach's fixed point theorem. This operator is analogous to the one derived from the sum-product equations in the sense that the incoming messages are "weighted" so that each node receives a convex combination of messages from its neighbors.

Definition 5.3.1. The message passing operator $\hat{M}: \mathcal{M} \rightarrow \mathcal{K}$ in max-product belief propagation is $\hat{M}=N \hat{P} . N$ normalizes each message and $\hat{P}$ computes a new message using a weighted version of the max-product equation with

$$
(\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right)=\max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}\right\}
$$

where the weights in the sum must satisfy $\sum_{j} w_{j \rightarrow f} \leq 1$.
The operator $\hat{M}$ is part of a message passing scheme that involves sending messages from factors to nodes and nodes to factors. In Chapter 3, we described that the convention is to compute two sets of messages on each iteration, but this scheme is inefficient in terms of the space complexity. Instead we argued that it is better to use a composition operator that uses half as much memory. In the case of the max-product algorithm, we can utilize the same message passing scheme that consists of a composition of operators that involves $\hat{M}$.

Definition 5.3.2. The message passing operator $\hat{Q}: \mathcal{K} \rightarrow \mathcal{K}$ in max-product convex combination belief propagation is $\hat{Q}=N \hat{M} \hat{T}$ with

$$
(\hat{M} \hat{T} \mu)_{f \rightarrow i}\left(x_{i}\right)=\max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i}\left(\prod_{g \in N(j) \backslash f} \mu_{g \rightarrow j}\left(x_{j}\right)^{\gamma w_{g \rightarrow j}}\right)^{w_{j \rightarrow f}}\right\} .
$$

### 5.3.2 Convergence

Next we prove that the algorithm is guaranteed to converge on graphs with arbitrary topology. The argument is analogous to the one provided in Theorem 5.2.1 and most of the supporting lemmas proven have already been proven in Section 5.2. In fact, all that remains is to prove that the message passing operator $\hat{P}$ is non-expansive.

Lemma 5.3.3. The operator $\hat{P}$ is non-expansive with respect to the metric $d$.

Proof. Choose any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
(\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right) & =\max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{w_{j \rightarrow f}}\left(x_{j}\right)^{w_{j \rightarrow f}}\right\} \\
& =\max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}} \frac{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right\} \\
& \leq \max _{x_{\mathcal{N}(f)}}\left\{\Psi_{f}\left(x_{\mathcal{N}(f)}\right) \prod_{j \in \mathcal{N}(f) \backslash i} \lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}\right\} \max _{x_{j}} \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}} \\
& =(\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right) \max _{x_{j}} \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}} .
\end{aligned}
$$

Next we take the logarithm of both sides to get that

$$
\begin{aligned}
& \log (\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right) \leq \log (\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\log \left(\max _{x_{j}} \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right) \\
&=\log (\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\max _{x_{j}} \log \left(\frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right) \\
& \leq \log (\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right)+\max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right| \\
& \Longrightarrow \log (\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right)-\log (\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right) \leq \max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right| .
\end{aligned}
$$

Since this inequality holds when $\nu$ and $\lambda$ are interchanged, we can take the absolute value of the left hand side. Moreover, given that the above inequality holds for any $x_{i} \in \Omega$, then

$$
\begin{aligned}
\max _{x_{i}}\left|\log \frac{(\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right)}{(\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right)}\right| & \leq \max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right| \\
& \leq \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right| .
\end{aligned}
$$

Since the edge $\{i, f\} \in E$ was chosen arbitrarily from the beginning, this inequality holds for any $\{i, f\} \in E$. The final result is obtained by taking the maximum of the left hand side over all the edges in the graph.

$$
\begin{gathered}
\max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{i}}\left|\log \frac{(\hat{P} \nu)_{f \rightarrow i}\left(x_{i}\right)}{(\hat{P} \lambda)_{f \rightarrow i}\left(x_{i}\right)}\right| \leq \max _{i \in V} \max _{j \in \mathcal{N}(i)} \max _{x_{j}}\left|\log \frac{\nu_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}{\lambda_{j \rightarrow f}\left(x_{j}\right)^{w_{j \rightarrow f}}}\right| \\
\Longrightarrow d(\hat{P} \nu, \hat{P} \lambda) \leq d(\nu, \lambda) .
\end{gathered}
$$

Proposition 5.3.4. The operator $\hat{Q}$ is a contraction with respect to the metric $d$.

Proof. Given any $\mu, \lambda \in \mathcal{K}$, then

$$
\begin{aligned}
d(\hat{Q} \mu, \hat{Q} \lambda) & =d(N \hat{P} \hat{T} \mu, N \hat{P} \hat{T} \lambda) \\
& \leq 2 d(\hat{P} \hat{T} \mu, \hat{P} \hat{T} \lambda) \\
& \leq 2 d(\hat{T} \mu, \hat{T} \lambda) \\
& <\gamma d(\mu, \lambda) .
\end{aligned}
$$

Theorem 5.3.1. The operator $\hat{Q}$ has a unique fixed point $\mu^{\star} \in \mathcal{K}$ and the sequence of messages defined by $\mu^{(n+1)}:=\hat{Q} \mu^{(n)}$ converges to $\mu^{\star}$ for any initialization $\mu^{(0)} \in \mathcal{K}$. Furthermore, after $n$ iterations

$$
d\left(\hat{Q}^{(n)} \mu^{(0)}, \mu^{\star}\right) \leq(2 \gamma)^{n} d\left(\mu^{(0)}, \mu^{\star}\right)
$$

Proof. Given that $\hat{Q}$ is a contraction by Proposition 5.3.4 and defined over a complete metric space by Proposition 5.2.5, then the result holds by applying Banach's Fixed Point Theorem.

### 5.4 Shortcomings of Convex Combination Belief Propagation

The main advantage of convex combination belief propagation is that it's guaranteed to converge to a unique fixed point on graphs with arbitrary topology. Although this algorithm has good theoretical properties, one drawback is that the resulting beliefs may not be a good approximation of the true marginals. This behavior should be anticipated because modifying the traditional message passing operators by adding weights and a damping factor affects its fixed point. To illustrate this issue with a concrete example, we use both belief propagation algorithms to obtain a fixed point in the spin glass model from statistical physics.

Example 5.4.1. We applied convex combination and damped belief propagation to the graphical model in Example 4.2.4 and show the results in 5.1. Convex combination belief propagation converged after very few iterations, whereas damped belief propagation oscillated. The algorithm was stopped after 1000 iterations and we show how the beliefs oscillate in the last 20 iterations in Figure 5.1.


Figure 5.1: Beliefs and exact marginals from Example 5.4.1. Damped belief propagation failed to converge, the vertical lines show how the beliefs oscillate in the last 20 iterations.

In Example 5.4.1, damped belief propagation failed to converge and the oscillations are quite dramatic despite the damping factor being large. Although convex combination belief propagation converged in very few iterations, the beliefs are a poor approximation of the true marginals. There are many examples where convex combination belief propagation obtains good approximations, but there is no theoretical bound on the quality of this approximation.

Another drawback of convex combination belief propagation is that the quality of the approximation often depends upon the topology of the graph. As the size of the neighborhood of a node increases, the magnitude of each weight placed on incoming messages gets closer to zero. In this case, the beliefs are more likely to be a poor approximation of the true marginals. To illustrate this issue with another concrete example, we use both belief propagation algorithms to compute the exact marginals of joint distributions defined with respect to star factor graphs as shown in Figure 5.2.


Figure 5.2: The star graphs $S_{4}$ and $S_{10}$ are shown on the left and right, respectively.
Blue circles represent variables and gray squares represent factors.

Example 5.4.2. Let $S_{4}$ and $S_{10}$ be the star graphs shown in Figure 5.2. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector with either $n=4$ or $n=10$ and let $\Omega=\{-1,1\}$. The probability of each configuration of the random vector is given by the joint distribution

$$
\mathbb{P}(X=x)=\frac{1}{Z} \exp \left(-\sum_{i} y_{i} x_{i}-\sum_{i, j} \lambda_{i j} x_{i} x_{j}\right) .
$$

In this experiment, the local influence at each node is $y_{i}=1$ and $\lambda_{i j}$ was sampled from the normal distribution $\mathcal{N}(1,0.5)$.

Let $w_{f \rightarrow i}=1 /(|\mathcal{N}(i)|-1)$ and $w_{i \rightarrow f}=1 /(|\mathcal{N}(f)|-1)$ along with $\gamma=0.49$ in convex combination belief propagation. Let $\alpha=0$ in damped belief propagation since the graph is tree-structured and belief propagation is guaranteed to converge. We used the initial set of messages $\mu_{f \rightarrow i}^{(0)}=(1,1)$. For each belief propagation algorithm, we computed the beliefs along with the true marginals of the joint distributions. In Figure 5.3, we show the value of these functions when $x_{i}=1$.


Figure 5.3: Beliefs obtains with belief propagation algorithms and exact marginals from Example 5.4.2. The beliefs shown on the left correspond to the star shaped graph $S_{4}$, while the beliefs on the right correspond to $S_{10}$.

In Figure 5.3, we see that damped belief propagation computes the exact marginal distributions since the underlying factor graphs are tree-structured. In contrast, the beliefs obtained with convex combination belief propagation differ from the true marginals in both cases. The beliefs are significantly less accurate in the case of the factor graph $S_{10}$ due to the neighborhood of the center node being large. Although the weights in convex combination belief propagation are the key to the algorithm always converging, they are also the culprit behind the beliefs being inaccurate. This problem inspired the development of an algorithm that utilizes the message passing operator from convex combination belief propagation in a numerical homotopy continuation algorithm.

## CHAPTER 6

## Belief Propagation with Numerical Homotopy Continuation

This chapter presents a new belief propagation algorithm that utilizes both convex combination belief propagation and numerical homotopy continuation in a unified framework. In Section 6.1, we discuss our motivations and describe related work in the literature. We present the sumproduct version of the numerical homotopy continuation algorithm in Section 6.2, then prove several theoretical results in Section 6.3. In Section 6.4, we present a series of numerical experiments, then discuss techniques that improve the performance in Section 6.5. Section 6.6 presents the maxproduct version of the continuation algorithm. Lastly, we provide some discussion of the algorithm and future work in Section 6.7

### 6.1 Introduction

Belief propagation is well-known for obtaining state of the art results in certain applications. However, the algorithm is also notorious for being unreliable when the underlying graph has complex topology. This is problematic because many real world networks fall into this category. Although there are alternative methods that are capable of performing inference in these settings, belief propagation is very efficient when it converges. This problem is the main motivation behind the developments in this thesis as well as many other works over the last few decades.

Convex combination belief propagation is our initial approach to this problem. The algorithm has good theoretical properties, but the accuracy of the approximation is unreliable. The weights in the message passing operator are the key to the algorithm converging, but also the culprit behind a poor approximation. We improve upon this algorithm by systematically phasing out the weights with homotopy continuation. This process is carried out with a homotopy operator that defines a continuous mapping between the message passing operators in convex combination and damped belief propagation. The result is a homotopy continuation algorithm which is significantly more accurate than convex combination belief propagation. In addition, this method converges at a much higher rate than damped belief propagation.

Homotopy continuation is a well-established numerical method that to solves high dimensional systems of nonlinear equations. Instead of directly solving a target system of equations, the method obtains a solution by first solving a simple system of equations. Then a homotopy operator gradually deforms the simple system into the target system. As the system deforms, the solutions of the simple system also gradually deform into solutions of the target system. The computational objective is to track a path of solutions that originates at a solution of the simple system and terminates at a solution of the target system.

There are a few related works which have applied similar techniques to this problem. Knoll et al. (2017) present the numerical polynomial-homotopy-continuation which is capable of obtaining all fixed points of belief propagation [50]. Their approach exploits that computing belief propagation fixed points can be realized as solving a polynomial system of equations. In this case, more advanced polynomial homotopy constructions can be applied. They use the polyhedral homotopy method by Huber and Sturmfels (1995), which is especially well-suited for finding all isolated nonzero complex solution [42]. This method obtains all belief propagation fixed points, but its very computationally expensive and only practical for simple examples.

Knoll et al. (2018) introduced a homotopy continuation based approach called self-guided belief propagation [51]. Their method interpolates between a pairwise model and a simplification of that model with only unary potentials. One key advantage of our algorithm over self-guided belief propagation is that it's applicable to the most general graphical models and incorporates edge information in the initial system.

### 6.2 Homotopy Continuation Algorithm

Next we present the sum-product version of a homotopy continuation algorithm that obtains a good approximation. In Section 6.2.1, we provide a concise overview of homotopy continuation methods. Section 6.2.2 presents the message passing scheme and a simple example where we compute the path of fixed points. Lastly, we describe the implementation and present pseudo code in Section 6.2.3.

### 6.2.1 Basics of Homotopy Continuation

Homotopy continuation is a powerful computational tool that can be used to solve high dimensional systems of nonlinear equations. Consider the system of equations given by

$$
\begin{equation*}
F x=\overrightarrow{0}, \tag{6.1}
\end{equation*}
$$

where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a nonlinear operator. Although there are many computational methods for solving systems of nonlinear equations (e.g. Newton's method, conjugate-gradient methods), continuation is often used when the system is difficult to solve and conventional methods fail.

The main idea behind this approach is to obtain a solution to the system by defining a homotopy (or deformation) between the original system and another system $G x=\overrightarrow{0}$ with $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ which can be easily solved. A standard homotopy $H: \mathbb{R}^{n} \times[0,1] \rightarrow \mathbb{R}^{m}$ used in this method is

$$
H(x, t)=(1-t) G x+t F x,
$$

where $H(x, 0)=G x$ and $H(x, 1)=F x$. Instead of directly solving the target system of equations in (6.1), homotopy continuation indirectly solves this system by repeatedly solving

$$
\begin{equation*}
H(x, t)=\overrightarrow{0} \tag{6.2}
\end{equation*}
$$

as $t$ is gradually varied from 0 to 1 . Most continuation algorithms rely on an iterative scheme (e.g. Newton's method) to solve this system on each time step. In this case, the solution from the previous time step is used as the initialization in the next time step.

As the time parameter $t$ varies from 0 to 1 , the simple system continuously deforms into the target system in Equation 6.1. In conjunction, solutions of the homotopy system also continuously deform in the process. This creates a path of solutions where each point belongs to the set

$$
H^{-1}(\overrightarrow{0})=\{(x, t): H(x, t)=\overrightarrow{0}\} .
$$

This path originates at a solution of the trivial system, then emanates from this point and often bifurcates into distinct branches. Each branch eventually terminates at a solution of the target system as $t \rightarrow 1$. Continuation is often referred as a path-tracing method because this algorithm traces one of these branches.

### 6.2.2 Message Passing with a Homotopy

Homotopy continuation is a natural fit for our problem because we have the following systems of equations

$$
\begin{equation*}
\hat{S} \hat{T} \mu=\mu \quad \text { and } \quad S T \mu=\mu . \tag{6.3}
\end{equation*}
$$

The system on the left is trivial to solve with convex combination belief propagation. In contrast, the system on the right can be very difficult to solve, especially when the topology of the underlying graph is complex. Our solution is to define a homotopy between the two systems, then trace a path of fixed points that originates at the unique fixed point of convex combination belief propagation and terminates at a fixed point of loopy belief propagation.

Definition 6.2.1. The message passing operator $\Theta: \mathcal{M} \rightarrow \mathcal{M}$ in the sum-product algorithm with damping is given by

$$
\Theta \mu=(1-\alpha)(N S T) \mu+\alpha \mu
$$

with $\alpha \in[0,1]$.
Definition 6.2.2. The message passing operator $H: \mathcal{M} \times[0,1] \rightarrow \mathcal{M}$ in sum-product algorithm with homotopy continuation is

$$
H(\mu, t)=(1-t) \hat{\Theta} \mu+t \Theta \mu
$$

In order for numerical continuation to be feasible, the fixed points must form a continuous path as $t$ is varied from 0 to 1 . Later in this chapter, we prove that the homotopy operator in Definition 6.2 .2 satisfies this property. In the meantime, we provide a concrete example of analytically computing a path of fixed points for a simple graphical model.


Figure 6.1: Complete graph with 4 nodes.

Example 6.2.3. Let $G=(V, E)$ be a complete graph with four nodes as shown in Figure 6.1. Let $X=\left(X_{1}, \ldots, X_{4}\right)$ be a random vector and let $\Omega=\{-1,1\}$ be a set of possible outcomes of each random variable. The joint distribution of this system is

$$
\mathbb{P}(X=x)=\frac{1}{Z} \exp \left(-\sum_{\{i, j\} \in E} x_{i} x_{j}\right) .
$$

This system is simple enough to analytically compute the fixed point set of the homotopy operator. This involves using a symbolic algebra system to solve the fixed point equation

$$
\mu=(1-t) \hat{\Theta} \mu+t \Theta \mu
$$

Although this is a high dimensional system of nonlinear equations, we can compute a subset of fixed points by exploiting underlying symmetry in the system. In this approach, solving the fixed point equation corresponding to a single pair of neighboring nodes is equivalent to solving the entire system! In Figure 6.2, we show all of the solutions to the fixed point equation corresponding to an arbitrary node and factor for all $t \in[0,1]$.


Figure 6.2: Solutions of the fixed point equation for every $t \in[0,1]$. There is a unique fixed point of the homotopy operator when $t \in[0,0.1)$. Then the path bifurcates into three distinct branches when $t=0.1$.

In practice, our objective is solve the fixed point equation

$$
\mu=H(\mu, t) .
$$

for some ascending sequence of time steps $\left(t_{0}, t_{1}, \ldots, t_{N}\right) \subset[0,1]$. The initial time step is $t_{0}=0$ since this system has a unique solution $\mu_{0}^{\star} \in \mathcal{M}$ that can be easily obtained with convex combination belief propagation. The main computational objective of a continuation algorithm is to approximate a solution at each time step, where $\mu_{i}^{\star} \in \mathcal{M}$ denotes a solution of the fixed point equation at time $t_{i}$.

There are many numerical schemes that can be used to solve this system of equations. In the context of homotopy continuation, Newton's method is most commonly used. Although this method is well-understood and relatively simple to implement, one disadvantage is that it involves inverting a matrix. This poses a major computational challenge because we are interested in tackling the most difficult inference problems. In particular, our algorithm must be robust to high dimensional systems and graphs with dense neighborhoods.

Instead we propose using fixed point iteration with $H(\cdot, t)$ due to its relatively low computational overhead. This involves simultaneously performing damped belief propagation (fixed point iteration with $\Theta$ ) and convex combination belief propagation (fixed point iteration with $\hat{\Theta}$ ) at each time step,
then updating the current set of message via

$$
\mu_{t}^{(n)}:=H\left(\mu_{t}^{(n-1)}, t\right)=(1-t) \hat{\Theta} \mu_{t}^{(n-1)}+t \Theta \mu_{t}^{(n-1)}
$$

with $t \in[0,1]$. Once the message $\mu_{t}^{(n)}$ converges to a fixed point, the time parameter $t$ is updated by $t \leftarrow t+d t$ with $d t>0$ being the time step. (Note that the set of messages includes the subscript $t$ in order to clearly distinguish messages from distinct time steps.)

An underlying assumption of this algorithm (which is proven to be true) is that the fixed points of $H(\mu, t)$ form a continuous path. One implication of this assumption is that the approximate fixed point $\mu_{t}^{(n)}$ is near a fixed point of $H(\mu, t+d t)$ for sufficiently small $d t>0$. Thus, we can efficiently obtain this fixed point by defining the initial set of messages in the next time step as $\mu_{t+d t}^{(0)} \leftarrow \mu_{t}^{(n)}$.

Example 6.2.4. Here we use the same graphical model from Example 4.2.4. Then we applied belief propagation with homotopy continuation with $d t=0.1$. Once fixed point iteration converged at each time step, we compute the belief function

$$
b_{t, 1}(1)=\prod_{f \in \mathcal{N}(1)} \mu_{f \rightarrow 1}(1)
$$

corresponding to node 1 at time $t$. The resulting belief function at each time is shown in Figure 6.3 along with the true marginal.


Figure 6.3: Single belief function evolving in time as $t$ is varied from 0 to 1 with time steps of $d t=0.1$.

### 6.2.3 Implementation

Next we present pseudo code in Algorithm 1. There are several user-defined parameters that influence the performance of the algorithm. The purpose of this section is to discuss the implementation and provide insight into choosing good parameter values.

An important aspect of any continuation algorithm is a time parameter that controls the deformation between the systems of nonlinear equations shown in Equation 6.3. In addition, there is also a step size parameter $d t$ that controls the rate at which this deformation occurs. In general, continuation algorithms are more likely to converge at each time step when $d t$ is small. However, this also means that more time steps are necessary to reach the final time step, which may result in longer running times.

We recommend setting $d t=0.1$ and provide experimental results with this time step in Section 6.4. However, some very difficult problem instances may require a smaller time step in order to obtain a good approximation. This potential issue can be addressed by using a subroutine that adaptively updates the time step. If the algorithm fails to converge, then the adaptive step size routine reverts to the last convergent time step, decreases the step size, and tries again. In order to guarantee that the running time is finite, the step size must be bounded below by an additional parameter $\delta>0$.

```
Algorithm 1 Belief Propagation with Homotopy Continuation
    \# Parameters
    \(d t\) : time step
    \(\delta\) : lower bound on time step
    \(\epsilon\) : stopping threshold
    max_iter: maximum number of iterations
    adaptive_step: indication of whether to use an adaptive time stepping scheme
    def HC_BP \((d t, \delta, \epsilon\), max_iter, adaptive_step)
        \(\mu_{0}^{(0)} \leftarrow\) initial set of messages
        \(t \leftarrow-d t\)
        while \(t<1\) :
            \# Update time and initialize msgs
            \(t \leftarrow \min (t+d t, 1)\)
            \(\mu_{t}^{(0)} \leftarrow\) EXTRAPOLATE_MSGS \(\left(\left\{\mu_{t}\right\},\{t\}\right)\) if \(t>0\) else \(\overrightarrow{1}\)
            \# Fixed point iteration
            for \(n\) in range (max_iter):
                    \(\mu_{t}^{n+1} \leftarrow H\left(\mu_{t}^{(n)}, t\right)\)
                    if \(\operatorname{dist}\left(\mu_{t}^{(n+1)}, \mu_{t}^{(n)}\right)<\epsilon\) :
                    break
            \# Check stopping criteria
            if \(\operatorname{dist}\left(\mu_{t}^{(n+1)}, \mu_{t}^{(n)}\right) \geq \epsilon\) :
                \(t \leftarrow t-d t\)
                \(d t\), stop \(\leftarrow\) UPD_TIME_STEP \((d t, \delta\), adaptive_step \()\)
                if \(s t o p\) :
                    return \(\mu_{t}, t\)
        return \(\mu_{t}, t\)
    def UPD_TIME_STEP \((d t, \delta\), adaptive_step \()\)
        if adaptive_step:
            \(d t \leftarrow d t / 2\)
            stop \(\leftarrow\) True if \(d t<\delta\) else False
        else:
            stop \(\leftarrow\) False
        return \(d t\), stop
```

The runtime can be optimized by using extrapolation to initialize the messages at each time step (as suggested by [51]). On the first time step when $t=0$, the messages are initialized as $\mu_{f \rightarrow i}^{(0)}=[1,1]$. In practice, any initialization can be used since convex combination belief propagation converges regardless of the initialization. Once the algorithm converges with $t<1$, the resulting approximate fixed point $\mu_{t}$ is stored in an array $\left\{\mu_{t}\right\}$ along with approximate fixed points from all previous time steps. Similarly, the corresponding time steps are also stored in an array denoted by $\{t\}$. In the case when $t>0$, the messages are initialized by passing the fixed points and times steps into a cubic spline routine. Then extrapolation is used to obtain an approximation of the next fixed point.

Next we provide a concrete example of using Algorithm 1 to approximate the marginals of the Gibbs distribution.

Example 6.2.5. To evaluate the accuracy of belief propagation with numerical continuation, we apply the algorithm to the graphical model in Example 4.2.4.Let $d t=0.1$ be the time step and let $\mu_{f \rightarrow i}^{(0)}=[1,1]$ be the initial set of messages. In Figure 6.4, we show the beliefs obtained with homotopy continuation (fixed point iteration with $H$ ) along with the beliefs shown in Figure 4.14.


Figure 6.4: Beliefs obtained with belief propagation algorithms. Although convex combination belief propagation and the homotopy continuation algorithm both converged, the beliefs obtained with continuation are significantly more accurate.

### 6.3 Theoretical Analysis

In order for any numerical continuation algorithm to be feasible, there must be a continuous path of fixed points that can be traced as $t$ is varied from 0 to 1 . In this section, we provide a rigorous argument that this property holds for arbitrary graphical models. The structure of our argument is to first prove that the homotopy has at least one fixed point for every $t \in[0,1]$ in Section 6.3.1, then show that the fixed points form a continuous path in Section 6.3.2.


Figure 6.5: On the left, we see an example of a path with a hole when $t=0.65$. A continuation algorithm would fail on this example because there is no point on the path that corresponds to this time step. On the right, we see an example of a path with a discontinuity when $t=0.5$. A continuation algorithm is likely to fail because the starting point of the next time step is relatively far from the path.

### 6.3.1 Existence of Fixed Points

The existence of a solution at every time step is a necessary condition for any continuation algorithm to be feasible. Otherwise, the algorithm is doomed to fail because we may reach a time step that does not correspond to a point on the path of solutions (see Figure 6.5). In the next theorem, we prove that the homotopy operator $H$ satisfies this necessary property by using Brouwer's fixed point theorem.

Observation 6.3.1. Let $\Delta$ be the 1 -simplex and $N=\operatorname{dim} \mathcal{M}$, then $\Delta^{N}$ is a closed and convex set.

Theorem 6.3.1. The homotopy operator $H$ has at least one fixed point for every $t \in[0,1]$.
Proof. Given any $\mu \in \Delta^{N}$, then $H(\mu, t) \in \Delta^{N}$ by

$$
\begin{aligned}
\sum_{x_{i}} H(\mu, t)_{f \rightarrow i}\left(x_{i}\right) & =\sum_{x_{i}}\left((1-t)(\hat{\Theta} \mu)_{f \rightarrow i}\left(x_{i}\right)+t(\Theta \mu)_{f \rightarrow i}\left(x_{i}\right)\right) \\
& =(1-t) \sum_{x_{i}}(\hat{\Theta} \mu)_{f \rightarrow i}\left(x_{i}\right)+t \sum_{x_{i}}(\Theta \mu)_{f \rightarrow i}\left(x_{i}\right) \\
& =(1-t)+t \\
& =1 .
\end{aligned}
$$

Since $H$ maps the closed and convex set $\Delta^{N}$ into itself for any $t \in[0,1], H$ must have at least one fixed point for every $t \in[0,1]$ by Brouwer's fixed point theorem.

### 6.3.2 Continuity of Fixed Point

Next we show that the fixed point set of the homotopy operator forms a continuous path. We prove this theorem by defining a set-valued function $g$ that parametrizes the fixed point set. Given any $t \in[0,1]$, this function returns the solution set of the fixed point equation $H(\mu, t)=\mu$. Under this framework, proving that the fixed point set forms a continuous path is equivalent to showing that $g$ is continuous.

Definition 6.3.2. Let $g:[0,1] \rightarrow \mathcal{P}(\mathcal{M})$ be the set-valued function given by

$$
g(t)=\{\mu \in \mathcal{M}: H(\mu, t)=\mu\},
$$

where $\mathcal{P}(\mathcal{M})$ denotes the power set of $\mathcal{M}$.
Definition 6.3.3. A set-valued function $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ is continuous if it is both inner and outer semicontinuous at each $x_{0} \in \mathbb{R}^{n}$ meaning that

$$
\limsup _{x \rightarrow x_{0}} F(x) \subset F\left(x_{0}\right) \quad \text { and } \quad F\left(x_{0}\right) \subset \liminf _{x \rightarrow x_{0}} F(x) .
$$

Next we establish that $g$ is continuous by using that each fixed point is continuously dependent upon $t$. It is natural to use the implicit function theorem to obtain this result. However, an
underlying assumption of this classical theorem is that the Jacobian of the corresponding system of equations is nonsingular. In our case, this condition would be difficult to verify for arbitrary graphical models. Instead we can circumvent this condition by using a generalization of the implicit function theorem to non-differentiable functions (see Theorem 6.3.2). In this generalization, local strict monotonicity is sufficient in one dimension. In more general systems, it has been proven that the local injectivity is necessary and sufficient [55].

Theorem 6.3.2. Suppose that $F: D \subset \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is a continuous map with

$$
F\left(x_{0}, y_{0}\right)=0 .
$$

Assume there exist open neighborhoods $A \subset \mathbb{R}^{n}$ and $B \subset \mathbb{R}^{m}$ of $x_{0}$ and $y_{0}$, respectively. Then if $F(\cdot, y): A \rightarrow \mathbb{R}^{n}$ is locally one-to-one for all $y \in B$, there exist open neighborhoods $A_{0} \subset A$ and $B_{0} \subset B$ of $x_{0}$ and $y_{0}$, respectively, such that the

$$
F(x, y)=0
$$

has a unique solution $x=G y \in A_{0}$ and the mapping $G: B_{0} \rightarrow \mathbb{R}^{n}$ is continuous [55].
Theorem 6.3.3. $g$ is a continuous set-valued function.
Proof. The set-valued function $g$ being inner semi-continuous is equivalent to $g^{-1}(\mathcal{O})$ being open for every open set $\mathcal{O} \subset \mathcal{M}$. Choose any open set $\mathcal{O} \subset \mathcal{M}$ and without loss assume that $g^{-1}(\mathcal{O}) \neq \emptyset$, hence there exists at least one $\mu \in \mathcal{M}$ such that $H(\mu, t)=\mu$ for some $t \in[0,1]$. Given any pair $\left(\mu_{i}, t_{i}\right) \subset \mathcal{O} \times[0,1]$ satisfying the equation

$$
\begin{equation*}
H\left(\mu_{i}, t_{i}\right)-\mu_{i}=0, \tag{6.4}
\end{equation*}
$$

the mapping $F\left(\cdot, t_{i}\right):=H\left(\mu, t_{i}\right)-\mu$ is locally one-to-one and so Theorem 6.3.2 implies that there exists open neighborhoods $A_{i} \subset \mathcal{O}$ and $B_{i}$ of $\mu_{i}$ and $t_{i}$, respectively, such that

$$
H(\mu, t)-\mu=0
$$

has a unique solution $\mu=\tilde{g}_{i}(t) \in A_{i}$ for all $t \in B_{i}$ and the mapping $\tilde{g}: B \rightarrow \mathcal{M}$ is continuous. Given that $\tilde{g}_{i}^{-1}$ is continuous, then the inverse image $\tilde{g}_{i}^{-1}\left(A_{i}\right)$ must be open. Thus, this implies that $g^{-1}(\mathcal{O})$ must also be open because it can be written in the form

$$
g^{-1}(\mathcal{O})=\bigcup_{i} \tilde{g}_{i}^{-1}\left(A_{i}\right)
$$

The set-valued function $g$ being outer semi-continuous is equivalent to its graph $\mathcal{G}(g)=\{(t, \mu)$ : $H(\mu, t)=\mu\}$ being closed [17]. Given any sequence $\left\{\left(t_{n}, \mu_{n}\right)\right\} \subset \mathcal{G}(g)$ with $\left(t_{n}, \mu_{n}\right) \rightarrow(t, \mu)$ being some limit point, it's clear that $t \in[0,1]$ because the unit interval is closed and $\mu$ is a fixed point of $H$ by

$$
\|H(\mu, t)-\mu\| \leq\left\|H(\mu, t)-H\left(\mu_{n}, t_{n}\right)\right\|+\left\|\mu_{n}-\mu\right\| \rightarrow 0
$$

as $n \rightarrow \infty$ because $H$ is continuous and $\mu_{n} \rightarrow \mu$ by assumption.
Corollary 6.3.4. The homotopy operator $H$ has a continuous path of fixed points as $t$ is varied from 0 to 1 .

### 6.4 Numerical Experiments

In this section, we present two numerical experiments that compare the performance of the belief propagation algorithms. In particular, our focus is to consider difficult problem instances where damped belief propagation fails to converge. We measure the quality of the beliefs return by each algorithm by computing the mean square error (MSE) between the beliefs and true marginals. In addition, we introduce several other metrics to evaluate the overall performance of the algorithms.

### 6.4.1 Experimental Settings

Let $G=(V, E)$ be an undirected graph with $V=\{1, \ldots, 10\}$. Let $X=\left(X_{1}, \ldots, X_{10}\right)$ be a random vector and let $\Omega=\{-1,1\}$ be the set of outcomes for each random variable. The probability of a configuration of the random vector is given by

$$
\mathbb{P}(X=x)=\frac{1}{Z} \exp \left(-\sum_{i \in V} x_{i} y_{i}-\sum_{\{i, j\} \in E} \lambda_{i j} x_{i} x_{j}\right) .
$$

Each $y_{i}$ is uniformly sampled from $\Omega$ and $\lambda_{i j}$ is independently sampled from a uniform distribution. The magnitude of this parameter controls how strongly neighboring states are coupled and the sign determines whether neighbors prefer to be aligned or misaligned.

For each belief propagation algorithm, we use the initialization $\mu_{i j}^{(0)}=[1,1]$ for all $\{i, j\} \in E$ and update the messages in parallel. Let $N=10^{3}$ be the maximum number of iterations. Let $\epsilon=10^{-5}$ be a threshold that indicates when the messages have sufficiently converged. In damped belief propagation, we use the damping factor $\alpha=0.9$ to prioritize convergence since we consider difficult problem instances. In convex combination belief propagation, we use the damping factor $\gamma=$ 0.49 and set the weights uniformly. Since our continuation algorithm utilizes the message passing operators from damped and convex combination belief propagation, we use the same damping factors and weights in the homotopy operator.

We compare the performance of our algorithm to another homotopy continuation algorithm referred to as self-guided belief propagation (see [51]). The main idea behind this method is to use the time parameter to gradually incorporate the pairwise potentials. We also analyze the performance of these algorithms with respect to different time stepping schemes. In this section, a fixed time stepping scheme is used in both algorithms. Then we provide a side-by-side comparison of using fixed versus adaptive time stepping scheme in Section 6.5.

### 6.4.2 Varying the Coupling Factor

Belief propagation is known to fail when the corresponding system of equations has multiple fixed points with some being attractive while others being repulsive. In this case, the dynamics of message passing are often unstable for any damping factor. We can simulate this scenario by sampling the coupling factors $\lambda_{i j}$ from a distribution centered about zero. As the magnitude of the coupling factors increases, the system becomes more unstable as the repulsive and attractive forces intensify.

We consider models where the coupling factors are sampled from a uniform distribution where $\lambda_{i j} \sim \operatorname{Unif}(-\sigma, \sigma)$ with $\sigma \geq 0$. In this experiment, the magnitude of $\sigma$ is varied from 0 to 5 with increments of $\Delta \sigma=0.5$. For each value of $\sigma$, we generate 100 Markov random fields by sampling $\lambda_{i j} \sim \operatorname{Unif}(-\sigma, \sigma)$. In addition, we consider models where the underlying graph is a complete
graph and an Erdös-Renyi graph in which pairs of nodes are connected by an edge with probability $p=0.5$.

In this experiment, we compare the performance of the homotopy continuation algorithms with the fixed time step $d t=0.1$. The performance of each algorithm is determined by the accuracy of the resulting beliefs, runtime, and rate of convergence or average stopping time (depending on whether the algorithm uses continuation). The runtime is measured by the number of iterations until convergence for damped and convex combination belief propagation. In the case of the continuation algorithms, the runtime is the average number of iterations until the algorithm stops. We show the results of this experiment in terms of these performance metrics in Figures 6.6 and 6.7.


Figure 6.6: Erdos-Renyi Graphs with $p=0.5$


Figure 6.7: Complete Graphs

### 6.4.3 Varying the Graph Connectivity

Belief propagation is also known to either fail to converge or return a poor approximation when the topology of the graph is complex. In particular, the performance of the algorithm suffers when the graph contains cycles because this structure creates message passing feedback loops. In this experiment, we compare the performance of the belief propagation algorithms while gradually increasing the connectivity of the graph.

We consider Markov random fields where the underlying graph is an Erdös-Renyi random graph. The edge appearance probability $p$ is varied from 0 to 1 with increments of $\Delta p=0.1$. For each value of $p$, we obtain 100 problem instances by generating an Erdös-Renyi graph and sampling
$\lambda_{i j} \sim \operatorname{Unif}(-5,5)$ for each problem instance. Similar to the previous experiment, we use the fixed time step $d t=0.1$ in the homotopy continuation algorithms. Lastly, the results of this experiment in terms of the previously defined performance metrics are shown in Figure 6.8.


Figure 6.8: Erdos-Renyi Graphs with $p=0.5$

### 6.5 Performance Enhancement

In this section, we present numerical techniques that enhance the performance of the homotopy continuation algorithm in terms of the accuracy and runtime. We describe a series of experiments that compare the performance of our algorithm with a fixed versus adaptive time stepping routine in Section 6.5.1. Then Section 6.5.2 discusses experiments where the algorithm is stopped at a time
steps $t^{\prime}<1$. This practice significantly improves the runtime with a slight decrease in the accuracy of the beliefs.

### 6.5.1 Adaptive Time Step

Determining a good step size is a potential challenge associated with any homotopy continuation algorithm. The method is more likely to reach a time close to $t=1$ when the step size is small. However, there is often a trade-off with the runtime because a large number of iterations may be required. Even if the algorithm converges quickly at each time step, the total number of iterations can still be very large. For example, when the step size is $d t=10^{-n}$, the number of iterations is bounded below by $10^{n}$.

The main purpose of an adaptive time stepping routine is to obtain good results without explicitly determining an optimal fixed step size. The results in the previous section were obtained with a good step size, which is determined by repeatedly running the algorithm with various time steps. In this experiments, we use a step size that has been predetermined to be too big, then compare the performance of the continuation algorithm with a fixed versus adaptive time stepping scheme.

Let $d t=0.25$ be the initial time step for time stepping schemes. Let $\delta=0.01$ be the lower bound on the time step in the adaptive time stepping routine. Now we repeat the exact same experiment described in Section 6.6. The only difference is that we compare the performance of the homotopy continuation algorithms with a fixed versus adaptive time stepping scheme. The results of this experiment in terms of the previously defined performance metrics are shown in Figure 6.9.



Figure 6.9: Erdos-Renyi Graphs with $p=0.5$

### 6.5.2 Stopping Early

Although our algorithm obtains a good approximation, these experiments highlight that one disadvantage of numerical continuation methods is that they may require a large number of iterations. In this particular application, the runtime may suffer due to fixed point iteration becoming unstable when $t \approx 1$. We address this potential issue with the simple solution of stopping early which drastically reduces the runtime while still resulting in a good approximation.

In difficult problem instances where loopy belief propagation fails to converge, we have observed that the number of iterations until convergence at each time step often grows exponentially as $t \rightarrow 1$ (see Figure 6.10). Meanwhile, the approximation error between the beliefs and true marginals improves. Thus, there is often a trade-off between the approximation error and runtime when the algorithm is applied to a difficult problem instance. In order to understand the nature of this tradeoff, we perform an experiment where the stopping time $\tau$ is varied from 0.5 to 1 with increments of $d \tau=0.05$.

We generated 100 Markov random fields with each consisting of a distinct Erdös-Renyi graph with 10 nodes and potentials $\lambda_{i j} \sim \operatorname{Unif}(-5,5)$. Then we performed our homotopy continuation algorithm in addition to convex combination and damped belief propagation as a comparison. We measure the performance of the algorithm by tracking the total number of iterations that were
required to reach each stopping time between 0.5 and 1 . In addition, we also compute the mean square error and convergence rate (i.e. the percentage of runs that reach a given stopping time).



Figure 6.10: Erdos-Renyi Graphs with $p=0.5$

The nature of this relationship is shown in Figure 6.10. We see that the approximation error gradually decreases, while the runtime exponentially increases. Thus, stopping early drastically improves the runtime, which only resulting in a marginally less accurate approximation

### 6.6 Max-Product Algorithm

In this section, we present the max-product version of the homotopy continuation algorithm. The message passing operators in this algorithm are defined analogously. In addition, the main results from the previous section hold in this version of the algorithm.

Definition 6.6.1. The message passing operator $Q: \mathcal{M} \rightarrow \mathcal{M}$ in max-product belief propagation with damping is given by

$$
Q \mu=(1-\alpha) P \mu+\alpha \mu
$$

with $\alpha \in[0,1]$.
Definition 6.6.2. The message passing operator $\tilde{H}: \mathcal{M} \times[0,1] \rightarrow \mathcal{M}$ in max-product belief propagation with homotopy continuation is

$$
\tilde{H}(\mu, t)=(1-t) \hat{Q} \mu+t Q \mu
$$

with $t \in[0,1]$.

The continuation algorithm is performed in the exact same manner as the sum-product version. The messages are initialized with $\mu^{(0)} \in \mathcal{M}$ and the time parameter is set to $t=0$. Then fixed point iteration is performed with the homotopy operator $\tilde{H}(\cdot, t)$. Similar to the sum-product case, an underlying assumption of this algorithm is that the fixed points form a continuous path as $t$ is varied from 0 to 1 . The same result holds in this section by using that $\tilde{H}$ is also a bounded and continuous operator.

Corollary 6.6.3. The solution set of the fixed point equation $\tilde{H}(\mu, t)=\mu$ form a continuous path as $t$ is varied from 0 to 1 .

Proof. This result follows by adapting the arguments provided in Theorems 6.3.1 and 6.3.3.

### 6.7 Conclusion

In this chapter, we present a new belief propagation algorithm that utilizes convex combination belief propagation and homotopy continuation in a unified framework. Convex combination belief propagation obtains an initial approximation, then homotopy continuation improves the accuracy of this approximation. This algorithm is supported by several theoretical results, the first being that convex combination belief propagation is guaranteed to converge to a unique fixed point on arbitrary graphical models. This result ensures that the homotopy continuation algorithm is guaranteed to converge to a unique initial solution on the first time step. In addition, there is a continuous path of fixed points that emanates from this initial fixed point and converges to a fixed point of traditional belief propagation. We have also shown that this algorithm obtains a good approximate across many difficult problem instances.

One important future direction is to understand the convergence behavior of this algorithm. This is a complex issue because it is also dependent upon the magnitude of the time step. Although the algorithm converges at a much higher rate than traditional belief propagation, there is no guarantee of convergence. In the cases when the algorithm fails to converge, it generally reaches a time step very close to 1 . Thus, we believe that there may exist certain graphical models (containing loops) in which the algorithm is guaranteed to converge.

## CHAPTER 7

## Application: Approximate Inference in the QMR Network

This chapter discusses using belief propagation with homotopy continuation to perform inference in a medical diagnostic network called the QMR network. Section 7.1 broadly introduces the QMR network, then provides a concise overview of related works. Then Section 7.2 focuses on a technical introduction to the QMR network and the inference problem. In Section 7.3, we discuss using belief propagation to perform inference and present numerical experiments in Section 7.4. Lastly we provide local stability analysis in Section 7.5.

### 7.1 Introduction

Diagnostic inference is both a difficult and important problem that has attracted much attention in the last few decades. The ultimate goal is to design an intelligent system that assists in diagnosing patients who present with a set of observed findings (or symptoms) in a clinical setting. The computational engine behind this system must incorporate both statistical and expert knowledge into a systematic framework that performs inference. Bayesian networks are a natural fit for this task due to their ability to encode causal relationships and statistical information into a computational model. In addition, they are highly interpretable which is a vital quality in this type of medical application.

This chapter focuses on a medical diagnostic network called the Quick Medical Reference (QMR) network. This Bayesian network models relationships between diseases and findings on a directed bipartite graph that consists of a set of disease and finding nodes. The edges are directed from disease to finding nodes in order to reflect the causal relationship between these variables. The QMR network is a probabilistic model where each disease and finding pair has a corresponding conditional probability that represents the likelihood of the disease causing the finding to be present. This probability captures that findings may be highly correlated with certain diseases. The inference task is then to estimate the conditional probability of individual diseases being present given a set of observed findings. The outcome of this calculation is a probabilistic explanation of the cause behind the observed findings. Exact inference is computationally intractable because this problem has been proven to be NP-hard [16]. Heckerman (1989) used the unique structure of the QMR network to derive a more efficient method called the quickscore algorithm that performs exact inference [36]. However, this algorithm is limited to small cases because the runtime is exponential in the number of positive findings.

Due to the computational complexity of this problem, most efforts have centered around developing approximation algorithms. There was progress made on this problem in the early 1990s by using more classical techniques such as stochastic simulation and heuristic search-based methods. Shwe and Cooper (1990) developed an algorithm known as "likelihood-weighted sampling" that uses importance sampling to estimate the marginals of each disease [73]. Sampling-based methods are notoriously slow since determining effective proposal distributions is often difficult [71]. Shwe and Cooper improve the convergence rate of their method by using Markov blanket scoring and self-importance sampling where samples are drawn from an adaptive proposal distribution. Henrion (1991) developed a search-based algorithm that reduces the search space by using heuristics such as hypotheses with more than a few diseases are improbable and powerful pruning rules applicable to multi-layer networks [38]. Although search-based methods obtain excellent results in small networks, this approach generally doesn't scale well to large networks.

More modern approaches to this problem have focused on methods that are applicable to largescale networks. Jaakola and Jordan (1999) developed a variational method that uses convex duality to obtain upper and lower bounds on the distribution of interest (see [45], [46]). Their experiments
show that their method is more accurate and converges much faster than likelihood-weighted sampling. Yu et al. (2007) used a Lagrangian relaxation algorithm that involves minimizing an upper bound via sub-gradient descent (see [87], [88]). Their method is fast and applicable to very large cases (e.g. 1000 positive findings). Murphy et al. (2013) published an empirical study on approximate inference with loopy belief propagation where they evaluate its performance on several difficult inference tasks, including a large-scale QMR network with 600 diseases and 4000 findings [62]. They found that the algorithm computed very accurate estimates in every problem except two cases where loopy belief propagation oscillated.

The developments in this chapter are most closely related to the work by Murphy et al. Similarly, we also use belief propagation to perform inference, but this work differentiates itself by incorporating homotopy continuation. We present numerical experiments which show that the algorithm obtains accurate estimates and converges on every problem. Prior to performing these experiments, we did not anticipate that the algorithm would always converge. This observation has lead to a conjecture that this inference problem may have additional structure which guarantees that belief propagation with homotopy continuation always converges. At the end of this chapter, we include a section on local stability analysis that provides some insight into this behavior. Our initial our analysis focuses on the structure of the Jacobian which leads to an understanding of how the topology of the graph affects stability. Then we analyze the contents of the Jacobian which leads to an understanding of how the parameters in the QMR network affect the stability.

### 7.2 QMR-Network

This section presents the QMR network and describes the inference task. In Sections 7.2.1 and 7.2.2, we formally define the QMR network and describe the underlying assumptions in this model. Section 7.2.3 introduces the inference task and motivates the need for approximation algorithms. In addition, we provide a concrete example of a simple QMR network that models a few diseases and findings.

### 7.2.1 Probabilistic Framework

The QMR network is a directed bipartite graph $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$, where $\mathcal{D}=\{1, \ldots, n\}$ is a set of disease nodes and $\mathcal{F}=\{n+1, \ldots, m\}$ is a set of finding nodes. The set $\mathcal{E}$ is a collection of directed edges $(i, j) \in \mathcal{E}$ such that $i \in \mathcal{D}$ and $j \in \mathcal{F}$, where the direction of the edge reflects that findings are dependent upon diseases. Each disease $i \in \mathcal{D}$ has a set of children nodes denoted by $C h(i)=\{j:(i, j) \in \mathcal{E}\} \subset \mathcal{F}$. Similarly, each finding $j \in \mathcal{F}$ has a set of parent nodes $P a(j)=\{i:(i, j) \in \mathcal{E}\} \subset \mathcal{D}$.

## Diseases



## Findings

Figure 7.1: Example of an arbitrary QMR network. Orange circles represent diseases and blue circles represent findings. Edges are directed from diseases to findings as indicated by the arrows.

Let $D=\left(D_{1}, \ldots, D_{n}\right)$ and $F=\left(F_{n+1}, \ldots, F_{m}\right)$ be random vectors that represent the set of disease and finding nodes, respectively. Let $\Omega=\{0,1\}$ be the set of outcomes of each random variable. Assume the convention that $D_{i}=1$ (or $F_{i}=1$ ) indicates the presence of a disease (or finding), while $D_{i}=0$ ( or $F_{i}=0$ ) indicates the absence of a disease (or finding). A configuration of the random vector is denoted by $(d, f)=\left(d_{1}, \ldots, d_{n}, f_{n+1}, \ldots, f_{m}\right) \in \Omega^{m}$. The likelihood of a configuration is given by the joint distribution

$$
\mathbb{P}(F=f, D=d)=\frac{1}{Z} \prod_{i} \mathbb{P}\left(F_{i}=f_{i} \mid \operatorname{Pa}(D)\right) \prod_{j} \mathbb{P}\left(D_{i}=d_{j}\right) .
$$

There are a number of underlying assumptions in this model that allow the joint distribution to be written in this form. Before discussing these assumptions, we present a concrete example of a simple QMR network that we develop throughout this section.

Example 7.2.1. Let $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$ be a bipartite graph with $\mathcal{D}=\{1,2\}$ and $\mathcal{F}=\{3,4,5\}$ as shown in Figure 7.2. The cold and flu are represented by disease nodes $1,2 \in \mathcal{D}$, respectively. When a patient has the flu, some possible findings (in this model) include a high temperature, sore throat and runny nose which are represented by finding nodes $3,4,5 \in \mathcal{F}$, respectively. Inference is challenging because different diseases can cause similar findings. In this example, we see that a patient with a cold may also present with a sore throat and runny nose.


Figure 7.2: Simple QMR network from Example 7.2.1.

### 7.2.2 Assumptions in the Model

There are several underlying assumptions in this model whose purpose is to make probabilistic inference tractable.

1. Marginal Independence. The distribution over diseases is

$$
\begin{equation*}
\mathbb{P}(D=d)=\prod_{i=1}^{n} \mathbb{P}\left(D_{i}=d_{i}\right) \tag{7.1}
\end{equation*}
$$

2. Conditional Independence. The conditional distribution over findings is

$$
\begin{equation*}
\mathbb{P}(F \mid D)=\prod_{i=n+1}^{m} \mathbb{P}\left(F_{i}=f_{i} \mid D=d\right) \tag{7.2}
\end{equation*}
$$

Both of these assumptions are inherent to the bipartite structure of the network. For example, the marginal independence assumption is implied by the lack of edges between disease nodes. This assumption drastically reduces the complexity of the model since the probability of any configuration of the random vector $D$ can be computed from individual disease priors.

Although the conditional independence assumption also simplifies the joint distribution, the state of each individual finding is conditioned upon the state of the random vector $D$. This imposes a computational challenge because we must specify $2^{n}$ distributions corresponding to each finding node. To overcome this limitation, Pearl and Kim (1983) introduce the notion of causal independence in which the parents of a finding contribute independently to its state (see [37], [48]).
3. Causal Independence. This relationship is expressed with the leaky-OR model,

$$
\begin{align*}
\mathbb{P}\left(F_{i}=0 \mid D=d\right) & =\mathbb{P}\left(F_{i}=0 \mid D=0\right) \prod_{j \in P a(i)} \mathbb{P}\left(F_{i}=0 \mid D_{j}=d_{j}\right) \\
& =\left(1-p_{i 0}\right) \prod_{j \in P a(i)}\left(1-p_{i j}\right)^{d_{j}} . \tag{7.3}
\end{align*}
$$

The leak probability $p_{i 0}:=\mathbb{P}\left(F_{i}=1 \mid D=0\right)$ is the probability that a finding is caused by a means other than a disease included in the network. The inhibit probability $\left(1-p_{i j}\right):=\mathbb{P}\left(F_{i}=0 \mid D_{j}=1\right)$ is the probability that a finding is absent despite disease $j \in \mathcal{D}$ being present. Under this set of assumptions, the probability of any configuration of the random vector can be computed from the disease priors, conditional probabilities $p_{i j}$, and leak probabilities $p_{i 0}$.

Example 7.2.2. Next we further develop the QMR network from Example 7.2.1 by defining the disease priors, conditional probability table, and leak probability. Let $\mathbb{P}\left(D_{i}=1\right)=10^{-3}$ be the disease prior for all $i \in \mathcal{D}$ and let $p_{i 0}=0.01$ be the leak probability for all $i \in \mathcal{F}$. Lastly, the conditional probabilities $p_{i j}$ are shown in the conditional probability table (CPT) shown in Figure 7.3.

| $\mathbb{P}\left(F_{j}=f_{j} \mid D_{i}=d_{i}\right)$ | High Temp |  | Sore Throat |  | Runny Nose |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $F_{3}=0$ | $F_{3}=1$ | $F_{4}=0$ | $F_{4}=1$ | $F_{5}=0$ | $F_{5}=1$ |
| Flu | $D_{1}=1$ | 0.8 | 0.2 | 0.3 | 0.7 | 0.5 |
| Cold | $D_{2}=1$ | - | - | 0.8 | 0.2 | 0.25 |

Figure 7.3: Conditional Probability Table (CPT)

### 7.2.3 Probabilistic Inference

Probabilistic inference in the QMR network involves computing posterior marginal distributions, which refer to the marginal distributions conditioned on some observed findings. Let $F^{+}$and $F^{-}$be vectors that consist of observed positive and negative findings. In general, the number of observed findings tends to be much smaller than the total number of findings in the network. Unobserved findings have no effect on the posterior marginals, so these nodes are discarded from the network prior to performing inference.

The main objective is to compute the posterior marginal distribution of each disease. These quantities can be computed as

$$
\begin{aligned}
\mathbb{P}\left(D_{i}=d_{i} \mid F^{+}, F^{-}\right) & =\frac{1}{Z} \sum_{d_{\mathcal{D} \backslash i}} \mathbb{P}\left(D=d \mid F^{+}, F^{-}\right) \\
& \propto \sum_{d_{\mathcal{D} \backslash i}} \mathbb{P}\left(F^{+} \mid D=d\right) \mathbb{P}\left(F^{-} \mid D=d\right) \prod_{i=1}^{n} \mathbb{P}\left(D_{i}=d_{i}\right) .
\end{aligned}
$$

Although this is a difficult computational objective, there are some simplifications that can be made by exploiting the structure of the leaky-OR model. In this model, a finding is negative if none of its parent diseases cause it to be present and the leak does not cause it to be present. This implies that $\mathbb{P}\left(F^{-} \mid D\right)$ and $\mathbb{P}(D)$ both factorize over the diseases (see Equations (7.1) and (1.3)), so the negative evidence can be absorbed into the disease priors. This simplification can be carried out in linear time by performing the update

$$
\begin{equation*}
\mathbb{P}\left(D_{i}\right) \leftarrow \mathbb{P}\left(D_{i} \mid F^{-}\right) \tag{7.4}
\end{equation*}
$$

with normalization.
For the remainder of this chapter, we assume that negative evidence has already been absorbed into the disease priors. In this case, the main objective is to compute

$$
\begin{equation*}
\mathbb{P}\left(D_{i}=d_{i} \mid F^{+}\right) \propto \sum_{d_{\mathcal{D} \backslash i}} \mathbb{P}\left(F^{+} \mid D=d\right) \prod_{i=1}^{n} \mathbb{P}\left(D_{i}=d_{i}\right) . \tag{7.5}
\end{equation*}
$$

This calculation involves summing over all possible configurations of the disease vector which grows
exponentially in the number of diseases. However, this objective can be further simplified by exploiting factorizations within this expression. Heckerman used this approach to develop an exact inference method called the quickscore algorithm. Although the runtime of quickscore is exponential in the number of positive findings, this is a significant improvement over Equation 7.5 because the number of positive findings is generally significantly less than the number of diseases in the network [36]. However, the quickscore algorithm is limited to roughly 20 positive findings.

Example 7.2.3. Next we perform exact probabilistic inference in the QMR network from Examples 7.2.1 and 7.2.2. Let $F_{4}=1$ and $F_{3}=0$ be observed findings, then we use the quickscore algorithm to compute the marginals shown in Figure 7.4.


Figure 7.4: On the left, we see an illustration of observed findings from a QMR network. The blue node indicates that the patient does not have a high temperature (i.e. negative finding). The red node indicates that the patient has a sore throat (i.e. positive finding). The node corresponding to a runny nose is left uncolored to represent that it is unobserved. On the right, we see the exact posterior marginals computed with the quickscore algorithm.

### 7.3 Efficient Belief Propagation

Next we discuss using belief propagation to perform approximate inference in the QMR network. Section 7.3.1 describes transforming this network into a factor graph, then Sections 7.3.2 and 7.3.3 present efficient message passing operators for this application.

### 7.3.1 Factor Graph Model

Next we transform this network into a factor graph, then perform inference [23]. This transformation involves creating a factor node $i^{\prime}$ corresponding to each node $i$ in the Bayesian network. This factor node $i^{\prime}$ is then connected to node $i$ and the parents of node $i$ (see Figure 7.5).

Let $G=(V \cup K, E)$ be an undirected bipartite graph with a set of variables nodes $V$ and factor nodes $K$. We assume that $G$ is the equivalent factor graph representation of the QMR network $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$. Under this assumption, the variables nodes are $V=\mathcal{D} \cup \mathcal{F}$ and factor nodes are $K=(\mathcal{D} \cup \mathcal{F})^{\prime}$, where the notation $X^{\prime}$ denotes a copy of the set $X$. The set $E$ is a collection of undirected edges $\{i, g\} \in E$ such that $i \in V$ and $g \in K$.

Example 7.3.1. Let $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$ be the $Q M R$ network from Examples 7.2.1-7.2.3 in the previous section. Let $G=(V \cup K, E)$ be the equivalent factor graph representation, where $V=\{1, \ldots, 5\}$ and $K=\left\{1^{\prime}, \ldots, 5^{\prime}\right\}$. Each factor node $i^{\prime} \in K$ is a copy of node $i \in \mathcal{D} \cup \mathcal{F}$ from the original Bayesian network. These nodes are connected by an edge so that $\left\{i, i^{\prime}\right\} \in E$. In addition, there is also an edge drawn between $i^{\prime}$ and the parents of node $i$ so that $\left\{\left\{i^{\prime}, j\right\}: j \in P a(i)\right\} \subset E$.


Figure 7.5: On the left, we see the QMR network from the previous section. On the right, we see an equivalent factor graph representation of this network.

In order to fully transform the QMR network into a factor graph, we must also specify the potential functions which compose the joint distribution. Due to the structure of the joint distribution (see Equation 7.2.1), this model consists of two types of potential functions, namely those corresponding to diseases and findings. Let $i^{\prime} \in K$ is a factor node that corresponds to a finding,
then the potential function $\Psi_{i^{\prime}}$ is given by

$$
\Psi_{i^{\prime}}\left(f_{i}, d_{\mathcal{D}\left(i^{\prime}\right)}\right)= \begin{cases}\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j}\right)^{d_{j}}, & \text { if } f_{i}=0 \\ 1-\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j}\right)^{d_{j}}, & \text { if } f_{i}=1\end{cases}
$$

where $\mathcal{D}\left(i^{\prime}\right)=\left\{i: i \in \mathcal{N}\left(i^{\prime}\right) \cap \mathcal{D}\right\}$ is the set of disease nodes directly connected to $i^{\prime} \in K$. When the factor $j^{\prime} \in K$ corresponds to a disease, the potential function is given by

$$
\Psi_{j^{\prime}}\left(d_{j^{\prime}}\right)=\mathbb{P}\left(D_{j^{\prime}}=d_{j^{\prime}}\right) .
$$

### 7.3.2 Traditional Message Passing

Although belief propagation dramatically improves the computational complexity of performing inference, it has a bottleneck that can be problematic. When the factor $i^{\prime}$ corresponds to a finding, the message passing operator $S$ contains a sum over all possible states of the vector $x_{\mathcal{N}\left(i^{\prime}\right)}$ with $i^{\prime} \in K$. In the case of the QMR network, the complexity of this operation is $\mathcal{O}\left(2^{\mathcal{N}\left(i^{\prime}\right)}\right)$ since each random variable may be either positive or negative. However, we can derive more efficient message passing equations by exploiting the structure of the leaky-OR model.

Proposition 7.3.2. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$, then the message passing operator $S$ can be simplified as

$$
\begin{aligned}
& (S \nu)_{i^{\prime} \rightarrow i}(0)=\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j} \nu_{j \rightarrow i^{\prime}}(1)\right) \\
& (S \nu)_{i^{\prime} \rightarrow i}(1)=1-(S \nu)_{i^{\prime} \rightarrow i}(0) .
\end{aligned}
$$

Proof. See appendix.
Proposition 7.3.3. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$. Assume that node $j \in \mathcal{N}\left(i^{\prime}\right)$ corresponds to a disease node, then the message passing operator $S$
can be simplified as

$$
\begin{aligned}
& (S \nu)_{i^{\prime} \rightarrow j}(0)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right) \\
& (S \nu)_{i^{\prime} \rightarrow j}(1)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right)\left(1-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right),
\end{aligned}
$$

where $\kappa$ is used to denote the normalization factor.

Proof. See appendix.


Figure 7.6: Illustration of messages sent by a factor that corresponds to a finding. This factor node sends messages to the corresponding variable node and the neighboring disease nodes as shown on the left and right. The indices used in this illustration match the notation in Propositions 7.3.2 and 7.3.3.

### 7.3.3 Convex Combination Message Passing

Next we present two simplifications of the message passing operator $\hat{S}$. These simplifications are analogous to the ones introduced in Propositions 7.3.2 and 7.3.3. Similarly, the runtime can also be reduced from being exponential to linear in the size of a neighborhood of the factor.

Proposition 7.3.4. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$, then the message passing operator $\hat{S}$ can be simplified as

$$
\begin{aligned}
& (\hat{S} \nu)_{i^{\prime} \rightarrow i}(0)=\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j} \nu_{j \rightarrow i^{\prime}}(1)^{w_{j \rightarrow i^{\prime}}}\right) \\
& (\hat{S} \nu)_{i^{\prime} \rightarrow i}(1)=1-(\hat{S} \nu)_{i^{\prime} \rightarrow i}(0) .
\end{aligned}
$$

where $\sum_{j \in \mathcal{N}\left(i^{\prime}\right)} w_{j \rightarrow i^{\prime}}=1$ for all $i^{\prime} \in K$ and $i \in \mathcal{N}\left(i^{\prime}\right)$.
Proof. This result holds by adapting the argument used to prove Proposition 7.3.2.

Proposition 7.3.5. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$. Assume that node $j \in \mathcal{N}\left(i^{\prime}\right)$ corresponds to a disease node, then the message passing operator $\hat{S}$ can be simplified as

$$
\begin{aligned}
& (\hat{S} \nu)_{i^{\prime} \rightarrow j}(0)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)^{w_{k \rightarrow i^{\prime}}}\right)\right) \\
& (\hat{S} \nu)_{i^{\prime} \rightarrow j}(1)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right)\left(1-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)^{w_{k \rightarrow i^{\prime}}}\right)\right)
\end{aligned}
$$

where $\kappa$ denotes a normalization factor and $\sum_{k \in \mathcal{N}\left(i^{\prime} \mid j\right)} w_{k \rightarrow i^{\prime}}=1$ for all $i^{\prime} \in K$ and $j \in \mathcal{N}\left(i^{\prime}\right) \backslash i$.
Proof. This result holds by using the argument used to prove Proposition 7.3.3.

In Chapter 6, we discuss the limitations of convex combination belief propagation, namely that the accuracy may suffer on certain problems. The QMR network is an extreme example where this algorithm returns very inaccurate approximations. In fact, this is the exact problem that inspired the development of the homotopy continuation algorithm. Next we provide an example of a simple QMR network and inference problem where convex combination belief propagation returns a very poor approximation.

Example 7.3.6. Let $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$ be a $Q M R$ network with $\mathcal{D}=\{1, \ldots, 5\}$ and $\mathcal{F}=\{6, \ldots, 25\}$. The edges are generated randomly so that a given disease and finding are connected with probability 0.5. Let $\mathbb{P}\left(D_{i}=1\right)=10^{-3}$ be the disease prior and let $p_{j 0}=0.01$ be the leak probability. The conditional probabilities associated to the findings are sampled as $p_{j i} \sim \operatorname{Unif}(0,1)$.

To generate a problem, we do not set the observed findings by sampling from the joint distribution. All of the findings would be negative due to the small disease priors, and inference would be trivial. Instead we randomly select two diseases to be positive, then generate positive and negative findings by sampling the conditional distributions. Using this methodology, we obtain a sample where the hidden state of the disease vector is $D=(0,0,0,1,1)$ and the observed findings consist of 10 positive and 5 negative findings.


Figure 7.7: On the left, we see the beliefs obtained with damped and convex combination belief along with the true marginals. On the right, we see the ROC curve corresponding to each algorithm. Damped belief propagation (dmp BP) provides a good approximation and accurately predicts the hidden state of the diseases. In contrast, convex combination belief propagation (cc BP) obtains a poor approximation. It is interesting to see that although the beliefs are a poor approximation, the corresponding ROC curve is optimal.

We perform inference by transforming the network into a factor graph, then apply both damped and convex combination belief propagation to this example. In convex combination belief propagation, we use $\gamma=0.49$ and set the weights uniformly. We used the initial set of messages $\mu_{g \rightarrow i}^{(0)}=(1,1)$ and perform fixed point iteration with $\hat{\Theta}$ and $\Theta_{\alpha}$ where $\alpha=0.5$. In order to determine the accuracy of the resulting beliefs, we use quickscore to compute the true marginals. The results are shown in Figure 7.7, which shows the belief of each disease being positive (i.e. $b_{i}(1)$ for all $i \in \mathcal{D})$.

Although convex combination belief propagation fails in certain settings, the algorithm redeems itself by being a vital component of the homotopy continuation algorithm. Despite convex combination belief propagation returning very poor results on the QMR network, the homotopy continuation algorithm has exceptional performance on this inference task. This algorithm obtains significantly more accurate results that convex combination belief propagation and exhibits much better convergence properties than traditional belief propagation. In fact, we conjecture that belief propagation with homotopy continuation may be guaranteed to converge on this problem. This conjecture is based on the experimental results in the next section.

### 7.4 Experiments

Next we describe a series of experiments that compare the performance of the three belief propagation algorithms discussed in this thesis. We apply each algorithm to a large number of problems, then evaluate the results with several performance metric. Each experiment is designed to push the limits of damped belief propagation, while also providing insight on how the parameters affect the inference task.

### 7.4.1 Experimental Settings

The main idea behind these experiments is to vary some parameter which influences the difficulty of performing inference. In order to maintain a controlled experiment, every parameter (except the one being varied) is kept constant across all problems. The purpose of this section is to describe how problems are generated and define the performance metrics used to evaluate the algorithms.

## Problem Generation

Let $\mathcal{G}=(\mathcal{D} \cup \mathcal{F}, \mathcal{E})$ be a directed bipartite graph with the vertex sets $\mathcal{D}=\{1, \ldots, 100\}$ and $\mathcal{F}=\{101, \ldots, 300\}$. The edge set $\mathcal{E}$ is generated by connecting any given $i \in \mathcal{D}$ and $j \in \mathcal{F}$ with probability $p=0.5$. The number of disease and finding nodes are kept constant in each problem, whereas edges are randomly generated for every problem. Each Bayesian network $\mathcal{G}$ is transformed into a factor graph $G=(V \cup K, E)$ in order to perform belief propagation.

The disease priors are initialized as $\mathbb{P}\left(D_{i}=1\right)=10^{-3}$ for all $i \in \mathcal{D}$. Let $p_{j 0}=0.01$ be the leak probability for all $j \in \mathcal{F}$. Let $p_{j i} \sim \operatorname{Unif}(0.5,1)$ be the conditional probability associated with each disease and finding pair. These probabilities are then used to generate the findings corresponding to a problem. We do not set the findings by directly sampling from the joint distribution because all of the findings would be negative due to the small disease priors. Instead we randomly select two diseases to be positive, then generate findings by sampling the conditional distributions.

Let $N^{+}$and $N^{-}$be the number of observed positive and negative findings. $N^{+}$must be bounded because quickscore is used to compute the true marginals for each problem. Since this algorithm becomes unstable when $N^{+}>20$, the number of observed positive findings is limited to $N^{+}=18$.

Although the observed negative findings do not impose a computational challenge, they do influence the performance of belief propagation. Inference becomes more trivial as the number of observed negative findings increases. Since we are interested in difficult problem instances, the number of observed negative findings is limited to $N^{-}=10$.

## Belief Propagation Parameters

For each belief propagation algorithm, we use the initialization $\mu_{g \rightarrow i}^{(0)}=(1,1)$ and update the messages in parallel. Let $M=10^{3}$ be the maximum number of iterations. Let $\epsilon=10^{-2}$ be a threshold that indicates when the messages have sufficiently converged. In damped belief propagation, we use the damping factor $\alpha=0.9$ to prioritize convergence over runtime since we consider difficult problems. In convex combination belief propagation, we use $\gamma=0.49$ and set the weights uniformly. Since our continuation algorithm utilizes the message passing operators from damped and convex combination belief propagation, we use the same damping factors and weights in the homotopy operator. Let $d t=0.1$ be the time step used in the homotopy continuation algorithm.

## Performance Metrics

The performance of each algorithm is determined by the accuracy of the beliefs, rate of convergence, and average number of iterations until convergence. The accuracy of the beliefs is measured by the Kullback-Leibler (KL) divergence and average top-10 accuracy. Given that each problem is generated by two hidden diseases, we are interested in seeing whether the resulting beliefs can identify which diseases generated the observed findings. The average top-10 accuracy is the rate at which the beliefs corresponding to the hidden diseases are among the top-10 highest beliefs.

### 7.4.2 Varying Number of Negative Findings

It is well-known that small disease priors (typically on the order of $10^{-3}$ ) tend to cause damped belief propagation to oscillate [62]. In this experiment, we use the number of observed negative findings $N^{-}$to indirectly vary the magnitude of the priors, as opposed to varying the interval from which the priors are sampled. Given that negative findings are absorbed into the priors (see Equation 7.4), a large number of negative findings results in smaller priors.

In this experiment, we vary $N^{-}$from 0 to 20 in increments of $\Delta N^{-}=2$. For each value of $N^{-}$, we generate 100 distinct problems where all other parameters were initialized with the default settings described in Section 7.4.1. The performance of each belief propagation algorithm is determined by using the metrics described in Section 7.4.1.


Figure 7.8: Convergence and run time of belief propagation algorithms


Figure 7.9: Accuracy of the belief propagation algorithms

The results shown in Figures 7.8 and 7.9 provide insight on how the inference task as a whole is affected by the number of negative findings. As expected, the convergence rate of damped belief propagation suffers as the number of negative findings increases. In conjunction, the runtime
increases linearly with respect to this parameter. It is surprising to see that both the runtime and convergence rate of the homotopy continuation algorithm appear unaffected when this parameter is significantly varied.

An interesting outcome of this experiment is the effect upon the KL divergence and average 10top accuracy. Given that belief propagation is more likely oscillate when there are a large number of negative findings, it is not surprising that the KL divergences increase as the number of negative findings increase. In contrast, the average top-10 accuracy improves as the number of negative findings increases. Intuitively, this outcome makes sense because more observed findings provides more useful information in determining which diseases generated the observation. This result is interesting because approximating the marginals becomes more challenging, while inferring which positive diseases generated the problem becomes more trivial.

### 7.4.3 Varying the Inhibit Probabilities

Next our aim is to understand how the inhibit probabilities affect the difficulty of the inference task. Murphy et al. conjectured that small inhibit probabilities may cause oscillations in the QMR network. The theory is that a problem with many positive findings would be very untypical in this parameter regime. As a result, belief propagation may oscillate since determining a probabilistic explanation is difficult.

We tested this hypothesis by varying the interval from which the inhibit probabilities were sampled. Let $m$ be an upper bound on the inhibits so that $\left(1-p_{i j}\right) \sim \operatorname{Unif}(0, m)$. In this experiment, we vary $m$ from 0.1 to 1 with increments of $\Delta m=0.1$. For each value of $m$, we generate 100 distinct problems and carried out the experiment in the same manner as the previous ones. The results of this experiment in terms of the performance metrics are shown in Figures 7.10 and 7.11.


Figure 7.10: Convergence and run time of belief propagation algorithms


Figure 7.11: Accuracy of belief propagation algorithms

The results of this experiment confirm the hypothesis posed by Murphy et al., namely that small inhibit probabilities cause oscillations. Although this is a theory that may intuitively explain why this phenomena occurs, this explanation lacks a mathematical basis. One outcome of this chapter is that we relate the magnitude of the priors to the stability of belief propagation fixed points. We show that small priors cause fixed points to be less likely to satisfy a local stability condition.

### 7.4.4 Varying the Connectivity of the Graph

Belief propagation is also known to either fail to converge or return a poor approximation when the graph contains many cycles. In this experiment, we compare the performance of the belief propagation algorithms while gradually increasing the connectivity of the graph. We generate graphs with the Erdös-Renyi random graph model and vary the edge appearance probability $p$ from 0 to 1 in increments of $\Delta p=0.1$.


Figure 7.12: Convergence and run time of belief propagation algorithms


Figure 7.13: Accuracy of belief propagation algorithms

The results shown in Figures 7.12 and 7.13 confirm that loopy belief propagation is more likely to fail on graphs with complex topology. In Figure 7.12, we see that the algorithm converged for nearly all 100 problem instances when $p<0.6$. As the edge appearance probability grows closer to 1, the algorithm rarely converges as expected. In contrast, we see that the homotopy continuation algorithm converges on all 100 problem instances for every value of $p$. This outcome is surprising since there is no theoretical guarantee that the algorithm converges.

The accuracy of the belief propagation algorithms is shown in Figure 14. As the edge appearance probability increases, the KL divergence also increases for all of the algorithms. It is interesting to see that although the continuation algorithm always converges, the KL divergence also increases with respect to the edge appearance probability. We hypothesize that there are many fixed points when $p$ is large. Since the graph is very connected, there could be several highly probable ways to explain the observed findings. As a result, we see that the top-10 accuracy decreases because the algorithm converged to a fixed point which corresponds to an alternative explanation of the observed findings.

### 7.5 Local Stability Analysis

The main objective of this section is to analyze the local stability of belief propagation fixed points in the case of the QMR network. In Sections 7.5.3 and 7.5.4, our analysis focuses on the structure of the Jacobian which leads to an understanding of how the topology of the graph affects stability. Section 7.5.5 focuses on the contents of the Jacobian which leads to an understanding of how the parameters in the QMR network affects stability.

### 7.5.1 Convergence Conjecture

The most surprising outcome of our numerical experiments is that belief propagation with homotopy continuation converged ${ }^{1}$ on every problem. We have performed additional experiments on larger networks in more difficult parameter regimes and observed the same convergence phenomena. These

[^4]results raise the question of whether the QMR network is a special case where our continuation algorithm always converges.

Conjecture 7.5.1. Belief propagation with homotopy continuation is guaranteed to converge when performing approximate inference in the $Q M R$ network.

This conjecture is interesting because our algorithm is almost certainly not guaranteed to converge on arbitrary graphical models. In Chapter 6, we use this algorithm to perform approximate inference in the spin glass models from statistical physics [33]. This graphical model is generally used as a test case for alternative local message passing algorithms since loopy belief propagation often oscillate on this problem. In our experiments with spin glass models, belief propagation with homotopy continuation generally converges up to the time step $t=0.95$, but the algorithm certainly does not always converge or even reach the final time step. One possible explanation is that the algorithm fails when it tracks a path of fixed points that becomes unstable. For our purposes, it is important to distinguish between global versus local stability.

Definition 7.5.2. A fixed point $x^{\star}$ of an operator $F: X \rightarrow X$ is globally stable if $F^{(n)}\left(x_{0}\right) \rightarrow x^{\star}$ as $n \rightarrow \infty$ for any $x_{0} \in X$.

Definition 7.5.3. A fixed point $x^{\star}$ of an operator $F: X \rightarrow X$ is locally stable if there exists an $\epsilon>0$ such that $F^{(n)}\left(x_{0}\right) \rightarrow x^{\star}$ as $n \rightarrow \infty$ for any $x_{0} \in X$ such that $\left\|x^{\star}-x_{0}\right\|<\epsilon$.

One possible explanation of Conjecture 7.5 .1 is that belief propagation fixed points are locally stable in the case of the QMR network. Under this assumption, numerical homotopy continuation would converge (in theory) because this implies the existence of a small enough time step such that the current approximate fixed point lies in the basin of attraction of a fixed point from the next time step. It is possible that belief propagation fixed points are locally stable, but the experiments in Section 7.4 suggest that the fixed points are not globally stable since damped belief propagation did not always converge. Thus, our analysis focuses on local stability of belief propagation fixed points.

### 7.5.2 Overview of General Approach

Our general approach is to consider belief propagation as a dynamical system, then utilize ideas from the theory of dynamical systems to understand the stability of this system. From this perspective, the conventional approach is to analyze the eigenvalues of the Jacobian of the operator. One well-known result is that a belief propagation fixed point is locally stable if the Jacobian at this point has all eigenvalues with modulus strictly smaller than one [60]. Conversely, a fixed point is unstable if at least one eigenvalue has a modulus strictly greater than 1 . In the case of damped belief propagation, the stability criteria is much less strict as shown in Figure 7.14.


Figure 7.14: Eigenvalue spectrum of the Jacobian of the operator from loopy belief propagation. Loopy belief propagation without damping is locally stable when all eigenvalues are in the green region. Damped belief propagation is locally stable when all eigenvalues lie in the green and yellow regions. Both algorithms are unstable when the eigenvalues lie in the orange region ${ }^{2}$.

Although this approach (in theory) leads to a conclusive understanding of when a fixed point is locally stable, this technique is difficult to apply to high-dimensional systems because the Jacobian is also very high dimensional. In the case of belief propagation, the dimension of the Jacobian is $\mathcal{O}(|E|)$, so this type of analysis is intractable. However, the unique structure of the QMR network can be exploited to drastically simplify the Jacobian and computation of its eigenvalues. One of the main results in this section is that this calculation can be reduced to computing eigenvalues of

[^5]a submatrix within the Jacobian with dimension $\mathcal{O}\left(\left|\mathcal{F}^{+}\right|\right)$, where $\left|\mathcal{F}^{+}\right|$is the number of observed positive findings.

Our approach to obtaining this result is based upon a paper from 2012 by Martin, Lasgouttes, and Furtlehner [60]. In this work, they study the local stability of belief propagation with multiple fixed points. One of their main contributions is establishing a connection between the structure of the Jacobian and topology of the graph underlying the model. We apply some of their ideas to prove that the Jacobian consists of nested triangular matrices in the case of the QMR network. This fact can then be leveraged to drastically reduce the complexity of computing its eigenvalues.

### 7.5.3 Oriented Line Graphs

Let $\mathcal{L}(G)=(\mathcal{V}, \mathcal{E})$ be a directed graph referred to as the oriented line graph of the factor graph $G=(V \cup K, E)$. The vertex set is $\mathcal{V}:=E$, where node $g i \in \mathcal{V}$ corresponds to the edge $\{g, i\} \in E$. The set $\mathcal{E}$ is a collection of directed edges in which $g i$ is connected to $h j$ if $j \in \mathcal{N}(g)$ with $i \neq j$ and $h \in \mathcal{N}(j)$ with $h \neq g$ such that $i, j, g, h \in V$. Thus, the entries in the adjacency matrix $\mathcal{A}$ are

$$
\mathcal{A}_{h j}^{g i}:=\mathbb{1}_{\{j \in \mathcal{N}(g), j \neq i\}} \mathbb{1}_{\{h \in \mathcal{N}(j), h \neq g\}} .
$$

Oriented line graphs are a natural tool for studying stability because they provide an equivalent graphical representation of the non-zero entries in the Jacobian. This is an important realization because the non-zero entries play a critical role in determining when a fixed point is locally stable.

Each entry in the Jacobian of the operator $\Theta$ is a partial derivative of the form:

$$
\frac{\partial(\hat{\Theta} \mu)_{g \rightarrow i}\left(x_{i}\right)}{\partial \mu_{h \rightarrow j}\left(x_{j}\right)}=\frac{\partial}{\partial \mu_{h \rightarrow j}\left(x_{j}\right)}\left(\kappa \sum_{x_{\mathcal{N}(g)}} \Psi_{g}\left(x_{\mathcal{N}(g)}\right) \prod_{j \in \mathcal{N}(g) \backslash i} \prod_{f \in \mathcal{N}(j) \backslash g} \mu_{f \rightarrow j}\left(x_{j}\right)\right),
$$

where $\{g, i\},\{h, j\} \in E$ and $\kappa$ is a normalization factor. The partial derivative is non-zero if and only if the message $\mu_{h \rightarrow j}\left(x_{j}\right)$ appears in the update $(\Theta \mu)_{g \rightarrow i}\left(x_{i}\right)$. Due to the structure of the message passing operator, the partial derivative being non-zero depends entirely on the topological relationship between the edges $\{g, i\},\{h, j\} \in E$ in the factor graph or, equivalently, vertices $g i, h j \in \mathcal{V}$ in the oriented line graph.

Observation 7.5.4. The partial derivative of the message passing operator $\Theta$ given by

$$
\begin{equation*}
\frac{\partial(\Theta \mu)_{g \rightarrow i}\left(x_{i}\right)}{\partial \mu_{h \rightarrow j}\left(x_{j}\right)} \tag{7.6}
\end{equation*}
$$

is non-zero if and only if $j \in \mathcal{N}(g)$ with $i \neq j$ and $h \in \mathcal{N}(j)$ with $h \neq g$.


Figure 7.15: Edges involved in the partial derivative in Equation 7.6. This pair of edges corresponds to a non-zero partial derivative and an edge in the oriented line graph.

## Topology of Oriented Line Graphs

The condition for the partial derivatives being non-zero is identical to the condition that specifies when vertices in the oriented line graph are connected. Thus, we can determine the structure of the Jacobian by equivalently analyzing the topology of this graph. One of the main results in this section is that the oriented line graph has modular structure when the factor graph corresponds to a QMR network. Note that we use the term modular to refer to a network that is composed of distinct components (i.e. subgraphs). Modularity is a useful property because it can be leveraged to prove that the Jacobian is a composition of nested triangular matrices. This is a useful property of the Jacobian because it drastically reduces the complexity of computing eigenvalues.

Next we provide a concrete example of determining the oriented line graph of a simple QMR network in order to describe its modular structure.

Example 7.5.5. Let $G=(V \cup K, E)$ be the factor graph $^{3}$ of the $Q M R$ network from Example 7.3.1. In order to determine the oriented line graph of this factor graph, we first draw the vertices of the oriented line graph which correspond to edges in the factor graph (see Figure 7.16).


Figure 7.16: On the left, we see the factor graph from Example 7.3.1. On the right, we see the vertices of the corresponding oriented line graph. The colors represent the correspondence between types of edges in the factor graph and types of vertices in the oriented line graph.

The QMR network is a directed bipartite graph which leads to a multi-level factor graph consisting of four levels of nodes. This structure translates to three distinct types of nodes in the oriented line graph. Due to structure of the factor graph, it is only possible to have connections between certain types of vertices in the oriented line graph, which results in the modular structure shown in Figure 7.17.

[^6]

Figure 7.17: Modular structure of an oriented line graph. Each cell contains a subgraph (or module) and the oriented line graph is the superposition of these subgraphs.

In this example, we see that the modular structure of the oriented line graph stems from the QMR network being bipartite. The modularity of this graph results in an adjacency matrix that consists of nested triangular block matrices, where the blocks are formed by the three different types of vertices in the oriented line graph.

Definition 7.5.6. Let $\mathcal{V}_{1}$ be the set of vertices in an oriented line graph that correspond to edges between disease variable nodes and factor nodes.

Definition 7.5.7. Let $\mathcal{V}_{2}$ be the set of vertices in an oriented line graph that correspond to edges between disease variable nodes and finding factor nodes.

Definition 7.5.8. Let $\mathcal{V}_{3}$ be the set of vertices in an oriented line graph that correspond to edges between finding variable nodes and factor nodes.

Note that the three different types of vertices are highlighted in Figure 7.16. The set $\mathcal{V}_{1}$ corresponds to the green vertices, $\mathcal{V}_{2}$ corresponds to orange, and $\mathcal{V}_{3}$ corresponds to blue.

Next we provide a simple example of computing the adjacency matrix of the oriented line graph in Example 7.5.5. The purpose of this example is to show that the adjacency matrix consists of nested triangular matrices. Although this is a simple example of a more general result to be presented later, we start with this simple case because it illustrates most of the underlying ideas without getting involved with the additional technicalities of the general case.

Example 7.5.9. Let $\mathcal{L}(G)=(\mathcal{V}, \mathcal{E})$ be the oriented line graph from Example 7.5.5. The adjacency matrix $\mathcal{A}$ of this graph is given by
where the blue characters indicate how the matrix is indexed by the vertices of the graph. The solid lines within this matrix specify a partition of $\mathcal{A}$ into four submatrices. Two of these submatrices are identically zero, so the adjacency matrix is a lower triangular block matrix,

$$
\mathcal{A}=\underset{\mathcal{V}_{2} \cup \mathcal{V}_{3}}{\mathcal{V}_{1}\left(\begin{array}{cc}
\mathcal{V}_{1} & \mathcal{V}_{2} \cup \mathcal{V}_{3} \\
0 & 0 \\
A & B
\end{array}\right) .}
$$

The dashed lines in the adjacency matrix specify a partition of $B$ into four submatrices. Similarly, $B$ is also a lower triangular block matrix,

$$
B=\frac{\mathcal{V}_{2}}{\mathcal{V}_{3}}\left(\begin{array}{cc}
V_{2} & \mathcal{V}_{3} \\
B_{11} & 0 \\
B_{21} & 0
\end{array}\right)
$$

This example shows that the adjacency matrix of the oriented line graph from Example 7.5.5 consists of two nested triangular matrices. Although this is a simple example, every oriented line graph corresponding to the factor graph of a QMR network has this exact same structure. Next we prove this fact by first defining the set $\mathcal{E}_{k . \ell}$ which consist of edges from vertices in $\mathcal{V}_{k}$ to $\mathcal{V}_{\ell}$ with $k, \ell \in\{1,2,3\}$. Then we prove that only four of these subsets are non-empty, which then implies that the oriented line graph of a QMR network is modular.

Definition 7.5.10. Let $\mathcal{L}(G)=(\mathcal{V}, \mathcal{E})$ be an oriented line graph and define the set

$$
\mathcal{E}_{k, \ell}=\left\{\{g i, h j\} \in \mathcal{E}: g i \in \mathcal{V}_{k}, h j \in \mathcal{V}_{\ell}\right\}
$$

with $k, \ell \in\{1,2,3\}$.

Lemma 7.5.11. Given any oriented line graph $\mathcal{L}(G)=(\mathcal{V}, \mathcal{E})$ of the factor graph $G=(V \cup K, E)$ of a $Q M R$ network, then $\mathcal{E}_{1,1} \cup \mathcal{E}_{1,2} \cup \mathcal{E}_{1,3} \cup \mathcal{E}_{2,3} \cup \mathcal{E}_{3,3}=\varnothing$.

Lemma 7.5.12. Given any oriented line graph $\mathcal{L}(G)=(\mathcal{V}, \mathcal{E})$, then $\mathcal{E}=\mathcal{E}_{2,1} \cup \mathcal{E}_{2,2} \cup \mathcal{E}_{3,1} \cup \mathcal{E}_{3,2}$ and there exists an $\mathcal{L}(G)$ in which these subsets are non-empty.

Proof. Lemma 7.5.11 implies the first equality and Example 7.5.5 provides an example of an oriented line graph where these sets are non-empty.

Next we prove that the oriented line graph of a factor graph corresponding to a QMR network consists of two nested triangular matrices. The main idea behind this argument is to define a partition of the matrix, then use Lemmas 7.5.11 and 7.5.12 to show that certain submatrices in this partition are always zero matrices. Note that the proof of this result bears a close resemblance to Example 7.5.9.

Theorem 7.5.1. The adjacency matrix $\mathcal{A}$ of the oriented line graph of a factor graph corresponding to a QMR network is a lower triangular block matrix with the form:

$$
\mathcal{A}=\begin{array}{cc}
\mathcal{V}_{1} & \mathcal{V}_{2} \cup \mathcal{V}_{3}  \tag{7.7}\\
\mathcal{V}_{2} \cup \mathcal{V}_{3}
\end{array}\left(\begin{array}{cc}
0 & 0 \\
A & B
\end{array}\right),
$$

where the blue characters specify the partition used to obtain this block matrix. B is also a lower triangular block matrix with the form:

$$
B=\begin{align*}
& \mathcal{V}_{2}\left(\begin{array}{cc}
V_{2} & \mathcal{V}_{3} \\
\mathcal{V}_{3}
\end{array}\left(\begin{array}{ll}
B_{11} & 0 \\
B_{21} & 0
\end{array}\right) . . . ~ . ~ . ~\right. \tag{7.8}
\end{align*}
$$

Proof. To begin, we define a partition of the adjacency matrix $\mathcal{A}$ in the exact same manner as Example 7.5.5. Let the upper left block be indexed by $\mathcal{V}_{1} \times \mathcal{V}_{1}$ and the lower right block be indexed by $\left(\mathcal{V}_{2} \cup \mathcal{V}_{3}\right) \times\left(\mathcal{V}_{2} \cup \mathcal{V}_{3}\right)$. Given that $\mathcal{E}_{1,1}=\varnothing$ by Lemma 7.5.11, this implies that the upper left block is a zero matrix. Similarly, the upper right block must also be a zero matrix because both $E_{1,2}$ and $E_{1,3}$ are also empty by Lemma 7.5.11. These two facts imply that the adjacency matrix $\mathcal{A}$ must be lower triangular and that the identity in Equation 7.7 holds.

Given the partition of $\mathcal{A}$, the submatrix $B$ is indexed by the set $\left(\mathcal{V}_{2} \cup \mathcal{V}_{3}\right) \times\left(V_{2} \cup \mathcal{V}_{3}\right)$. Now we define a partition of $B$ such that the upper left block $B_{11}$ is indexed by $\mathcal{V}_{2} \times \mathcal{V}_{2}$ and the lower right block is indexed by $\mathcal{V}_{3} \times \mathcal{V}_{3}$. Given that both $\mathcal{E}_{2,3}$ and $\mathcal{E}_{3,3}$ are empty by Lemma 7.5.11, the upper and lower right blocks are zero matrices. The lower right block is also a zero matrix due to the set also being empty. This implies that $B$ is be lower triangular and also verifies the identity in Equation 7.8.

### 7.5.4 Jacobian of Belief Propagation

The main objective of this section is to draw a direct connection between the structure of the Jacobian and the adjacency matrix of the corresponding oriented line graph. This relationship
can then be leveraged to infer that the Jacobian also consists of nested triangular matrices which significantly reduces the computational complexity of computing its eigenvalues.

## Structure of Jacobian

Let $\mathcal{J}_{\Theta}$ denote the Jacobian of the message passing operator $\Theta$ from loopy belief propagation. Recall that each entry in $\mathcal{J}_{\Theta}$ is a partial derivative of the form:

$$
\frac{\partial(\Theta \mu)_{g \rightarrow i}\left(x_{i}\right)}{\partial \mu_{h \rightarrow j}\left(x_{j}\right)}=\frac{\partial}{\partial \mu_{h \rightarrow j}\left(x_{j}\right)}\left(\kappa \sum_{x_{\mathcal{N}(g)}} \Psi_{g}\left(x_{\mathcal{N}(g)}\right) \prod_{j \in \mathcal{N}(g) \backslash i} \prod_{f \in \mathcal{N}(j) \backslash g} \mu_{f \rightarrow j}\left(x_{j}\right)\right) .
$$

The Jacobian is indexed the set of edges in the factor graph. One important realization is that the Jacobian can be equivalently indexed by vertices in the corresponding oriented line graph. This observation is useful because it draws a connection between the Jacobian $\mathcal{J}_{\Theta}$ and adjacency matrix $\mathcal{A}$ of the corresponding oriented line graph.

The precise relationship between these matrices is that individual entries in the adjacency matrix correspond to $2 \times 2$ blocks in the Jacobian. Given any entry $\mathcal{A}_{g i, h j}$ in the adjacency matrix, this entry corresponds to the following $2 \times 2$ block in the Jacobian,

$$
\mathcal{J}_{\{g, i\},\{h, j\}}:=\left(\begin{array}{ll}
\frac{\partial(\Theta \mu)_{g \rightarrow i}(0)}{\partial \mu_{h \rightarrow j}(0)} & \frac{\partial(\Theta \mu)_{g \rightarrow i}(0)}{\partial \mu_{h \rightarrow j}(1)}  \tag{7.9}\\
\frac{\partial(\Theta \mu)_{g \rightarrow i}(1)}{\partial \mu_{h \rightarrow j}(0)} & \frac{\partial(\Theta \mu)_{g \rightarrow i}(1)}{\partial \mu_{h \rightarrow j}(1)}
\end{array}\right) .
$$

$\mathcal{A}_{g i, h j}$ acts as an indicator function that indicates whether the $2 \times 2$ block in Equation 7.9 has any non-zero entries. This relationship is useful because it implies that the $2 \times 2$ block is a zero matrix when $\mathcal{A}_{g i, h j}=0$ due to Observation 7.5.4.

## Lemma 7.5.13.

$$
\mathcal{J}_{\{g, i\},\{h, j\}}=\left(\begin{array}{ll}
\frac{\partial(\Theta \mu)_{g \rightarrow i}(0)}{\partial \mu_{h \rightarrow j}(0)} & \frac{\partial(\Theta \mu)_{g \rightarrow i}(0)}{\partial \mu_{h \rightarrow j}(1)} \\
\frac{\partial(\Theta \mu)_{g \rightarrow i}(1)}{\partial \mu_{h \rightarrow j}(0)} & \frac{\partial(\Theta \mu)_{g \rightarrow i}(1)}{\partial \mu_{h \rightarrow j}(1)}
\end{array}\right) \mathcal{A}_{g i, h j} .
$$

Proof. This fact is a direct consequence of Observation 7.5.4.

The result in Lemma 7.5.13 draws an important connection between the structure of the Jacobian and topology of the oriented line graph. There are two corollaries that follow from this Lemma. First, each entry in the adjacency matrix can be identified with a $2 \times 2$ block in the Jacobian. Since these matrices are indexed by equivalent sets, the Jacobian can be partitioned in the exact same manner described in Theorem 7.5.1. Second, Lemma 7.5.13 draws a correspondence between zero-valued entries in the adjacency matrix and zero submatrices in the Jacobian. This relationship can be leveraged to prove that the Jacobian has the exact same nested triangular structure as the adjacency matrix.

Theorem 7.5.2. The Jacobian $\mathcal{J}_{\Theta}$ of the operator $\Theta$ is a lower triangular block matrix with the form

$$
\mathcal{J}_{\Theta}=\left(\begin{array}{ll}
0 & 0  \tag{7.10}\\
C & D
\end{array}\right)
$$

where $D$ is also a lower triangular block matrix with the form

$$
D=\left(\begin{array}{ll}
D_{11} & 0  \tag{7.11}\\
D_{21} & 0
\end{array}\right)
$$

Proof. The Jacobian $\mathcal{J}_{\Theta}$ is indexed by the edges in the corresponding factor graph. Since edges in the factor graph are identical to vertices in its oriented line graph, the Jacobian can equivalently be indexed by these vertices. Let $\mathcal{J}_{\Theta}$ be partitioned into the $2 \times 2$ block matrix given by

$$
\mathcal{J}_{\Theta}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

where $A$ is a composition of $2 \times 2$ submatrices indexed by $\mathcal{V}_{1} \times \mathcal{V}_{1}$ and $D$ is a composition of $2 \times 2$ submatrices indexed by $\left(\mathcal{V}_{2} \cup \mathcal{V}_{3}\right) \times\left(\mathcal{V}_{2} \cup \mathcal{V}_{3}\right)$. Note that this is the exact same partition of the adjacency matrix $\mathcal{A}$ used in Theorem 7.5.1.

The matrix $A$ is composed of the submatrices $\mathcal{J}_{\{g, i\},\{h, j\}}$ such that $g i, h j \in \mathcal{V}_{1}$. Given that $\mathcal{A}_{g i, h j}=0$ for all $g i, h j \in \mathcal{V}_{1}$ by Theorem 7.5.1, this implies that $A$ is a zero matrix. In addition, $B$ is also a zero matrix by a similar argument. Thus, these two facts imply that the Jacobian is lower block triangular and verify the identity in Equation 7.10.

Let be $D$ partitioned into a $2 \times 2$ block matrix such that

$$
D=\left(\begin{array}{ll}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{array}\right)
$$

where $D_{11}$ and $D_{22}$ are compositions of $2 \times 2$ submatrices indexed by $\mathcal{V}_{2} \times V_{2}$ and $\mathcal{V}_{3} \times \mathcal{V}_{3}$, respectively. $D_{12}$ and $D_{22}$ are both zero matrices because the corresponding blocks in Equation 7.8 from Theorem 7.5.1 are zero matrices.

## Eigenvalues of Jacobian

Next we prove the main result of this section, namely that the complexity of computing eigenvalues of the Jacobian can be drastically simplified. The key to proving this result is to use that the Jacobian is a triangular block matrix. In this case, the eigenvalues of the entire matrix are a subset of eigenvalues of a submatrix within this matrix.

Definition 7.5.14. Let $A$ be an $n \times n$ real-valued matrix and let $\sigma(A)$ denote the set of eigenvalues of this matrix.

Lemma 7.5.15. Let $M$ be the following lower block triangular matrix

$$
M=\left(\begin{array}{cc}
M_{11} & 0 \\
M_{21} & M_{22}
\end{array}\right)
$$

then $\sigma(M) \subset \sigma\left(M_{11}\right) \cup \sigma\left(M_{22}\right)$.
Corollary 7.5.16. $\sigma\left(\mathcal{J}_{\Theta}\right) \subset \sigma\left(D_{11}\right) \cup\{0\}$, where $D_{11}$ is the matrix from Theorem 7.5.2.
Proof. Given that $\mathcal{J}_{\Theta}$ is lower triangular, then $\sigma\left(\mathcal{J}_{\Theta}\right) \subset \sigma(D) \cup\{0\}$ by Lemma 7.5.15. Similarly $D$ is also lower triangular and so $\sigma(\mathcal{D}) \subset \sigma\left(D_{11}\right) \cup\{0\}$. These two facts imply the final result

$$
\sigma\left(\mathcal{J}_{\Theta}\right) \subset \sigma(D) \cup\{0\} \subset \sigma\left(D_{11}\right) \cup\{0\} .
$$

The main implication of this result is that the eigenvalues of the Jacobian can be obtained by computing the eigenvalues of the submatrix $D_{11}$. This is a significant improvement of the computational complexity of this problem because the Jacobian has dimension $\mathcal{O}(|E|)$ and $D_{11}$ has dimension $\mathcal{O}\left(\left|\mathcal{F}^{+}\right|\right)$. For example, if we consider the QMR network that Murphy et al. discuss in [62], then $\operatorname{dim}\left(D_{11}\right) \leq 2 \cdot 20$ since they consider problems in which quickscore is applicable. In contrast, the dimension of the Jacobian is roughly $\operatorname{dim}\left(\mathcal{J}_{\Theta}\right) \approx 3640$. Since their paper does not report the number of edges between diseases and findings, we assume that any disease and finding pair is connected with probability 0.1 in this estimate. In our experiments, this probability is 0.5 which leads to $\operatorname{dim}\left(\mathcal{J}_{\Theta}\right) \approx 13,240$ in this calculation.

### 7.5.5 Local Stability Condition

The objective of this section is to use Corollary 7.5.16 to derive a local stability condition. We compute the entries of the Jacobian, then use Gershgorin's circle theorem to obtain an upper bound on the eigenvalues.

## Computation of Jacobian

Next we compute the entries in the Jacobian. The
The main focus of this subsection is compute the Jacobian's entries. Since the ultimate is goal to bound the eigenvalues of the Jacobian, the calculation can be simplified by only computing entries in the submatrix $D_{11}$ since $\sigma\left(\mathcal{J}_{\Theta}\right) \subset \sigma\left(D_{11}\right)$ by Corollary 7.5.16. Each entry in this submatrix is given by

$$
\frac{\partial(\Theta \mu)_{i^{\prime} \rightarrow j}\left(x_{j}\right)}{\partial \mu_{h^{\prime} \rightarrow \ell}\left(x_{\ell}\right)},
$$

where $i^{\prime}, h^{\prime} \in K$ correspond to findings and $j, \ell \in V$ correspond to diseases.
The analysis can be simplified by making the following change of variables:

$$
\lambda_{i^{\prime} \rightarrow j}:=\mu_{i^{\prime} \rightarrow j}(1)-\mu_{i^{\prime} \rightarrow j}(0) .
$$

Some elementary algebraic manipulations show that the message update can be written as

$$
\tilde{\lambda}_{i^{\prime} \rightarrow j}:=\frac{p_{i j} \prod_{k \backslash j}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right)}{2-\left(2-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right)},
$$

where $\phi_{k \rightarrow i^{\prime}}:=\prod_{g \backslash i^{\prime}} \frac{\lambda_{g \rightarrow k}+1}{2}$.
Under this change of variables, each entry in the Jacobian is given by

$$
\begin{equation*}
\frac{\partial \tilde{\lambda}_{i^{\prime} \rightarrow j}}{\partial \lambda_{h^{\prime} \rightarrow \ell}}=c_{i j} p_{i h} \prod_{k \backslash\{j, h\}}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right) \tag{7.12}
\end{equation*}
$$

where $c_{i j}$ is given by

$$
\begin{equation*}
c_{i j}=\frac{p_{i j}}{\left(2-\left(2-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right)\right)^{2}} . \tag{7.13}
\end{equation*}
$$

## Stability Condition

Next we derive a local stability condition that provides insight on how the parameters of the QMR network affect belief propagation fixed points. Recall that a belief propagation fixed point is locally stable if the Jacobian at this point has all eigenvalues with modulus strictly less than one [60]. Conversely, a fixed point is unstable if at least one eigenvalue has a modulus strictly greater than 1 (see Figure 7.14).

Thus, we derive a local stability condition by obtaining an upper bound on the modulus of the eigenvalues of the Jacobian. The key to deriving this bound is to use Gershgorin's circle theorem (see Theorem 7.5.3), which provides an upper bound on the eigenvalues of a matrix in terms of sums over individual rows [29].

Theorem 7.5.3. Let $A$ be an $n \times n$ matrix with entries denoted by $a_{i j}$. Then the eigenvalues of A lie within at least one of the Gershgorin discs $\mathscr{D}\left(a_{i i}, R_{i}\right)=\left\{x \in \mathbb{C}:\left|x-a_{i i}\right|<R_{i}\right\}$, where $R_{i}$ is given by

$$
R_{i}=\sum_{i \neq j}\left|a_{i j}\right|
$$

Proof. See [29] for the proof.

Now this theorem can be immediately applied to the submatrix $D_{11}$. One important detail is that all of the diagonal entries of $D_{11}$ are zero because the factor graph does not contain any self-loops.

Lemma 7.5.17. Let $c_{i j}$ be the constant in Equation 7.13, then $c_{i j} \leq 1$.
Proof. Let $\alpha_{k j}=\prod_{k \backslash j}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right)$ so that

$$
c_{i j}=\frac{p_{i j}}{\left(2-\left(2-p_{i j}\right) \alpha_{k j}\right)^{2}} .
$$

The denominator of this expression is bounded below by

$$
\begin{aligned}
\left(2-\left(2-p_{i j}\right) \alpha_{k j}\right)^{2} & =4-2\left(2-p_{i j}\right) \alpha_{k j}+\left(2-p_{i j}\right)^{2} \alpha_{k j} \\
& \geq 4-2\left(2-p_{i j}\right)+\left(2-p_{i j}\right)^{2} \alpha_{k j} \\
& =2 p_{i j}+\left(2-p_{i j}\right)^{2} \alpha_{k j}^{2} .
\end{aligned}
$$

Consider the case when $p_{i j} \geq 1 / 2$, then the denominator can be further bounded below by

$$
\begin{gathered}
2 p_{i j}+\left(2-p_{i j}\right)^{2} \alpha_{k j}^{2} \geq 1+\left(2-p_{i j}\right)^{2} \alpha_{k j}^{2} \geq 1 . \\
\Longrightarrow c_{i j} \leq p_{i j} \leq 1 \quad \text { if } \quad p_{i j} \geq \frac{1}{2} .
\end{gathered}
$$

In the case when $p_{i j}<1 / 2$, the desired inequality holds by

$$
\begin{aligned}
& 2 p_{i j}+\left(2-p_{i j}\right)^{2} \alpha_{k j}^{2} \geq 2 p_{i j} \\
\Longrightarrow & c_{i j} \leq \frac{p_{i j}}{2 p_{i j}} \leq \frac{1}{2} \quad \text { if } \quad p_{i j}<\frac{1}{2} .
\end{aligned}
$$

Theorem 7.5.4. Let $\mu$ be a belief propagation fixed point, then this fixed point is locally stably if

$$
\begin{equation*}
\max _{i^{\prime} \in \mathcal{F}^{+}} \max _{j \in \mathcal{D}\left(i^{\prime}\right)}\left\{c_{i j} \sum_{h \in \mathcal{F}(j)} p_{i h} \prod_{k \backslash\{j, h\}}\left(1-p_{i k} \phi_{k \rightarrow i^{\prime}}\right)\right\}<1 \tag{7.14}
\end{equation*}
$$

where $\mathcal{F}(j) \subset K$ denotes the set of findings connected to $j$ and $c_{i j} \leq 1$.
Proof. This statement holds by applying Theorem 7.5 .3 to the Jacobian computed in the previous section. Then Lemma 7.5 .17 proves that $c_{i j} \leq 1$

## APPENDIX A

## Efficient Message Passing Equations

This appendix includes a derivation of efficient belief propagation message passing equations that can be used to perform inference in the QMR network.

Lemma A.0.1. Let $f(x)=\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ be a vector-valued function with $f_{i}:\{0,1\} \rightarrow[0,1]$ and assume that $f_{i}(0)+f_{i}(1)=1$ for all $i=1, \ldots, n$. Then

$$
\sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n} f_{i}\left(x_{i}\right)=\prod_{i=1}^{n} \sum_{x_{i}} f_{i}\left(x_{i}\right)=1
$$

where $\mathscr{P}(n)$ denotes the power set of binary sequences with length $n$.
Proof. We use induction to prove this claim. The base case when $n=1$ holds trivially, so assume that the claim is true in the case when $f$ is an $n$-dimensional vector. Then the inductive step holds by

$$
\begin{aligned}
\sum_{x \in \mathscr{P}(n+1)} \prod_{i=1}^{n+1} f_{i}\left(x_{i}\right) & =\sum_{\substack{x \in \mathscr{P}(n+1) \\
x_{n+1}=0}} \prod_{i=1}^{n+1} f_{i}\left(x_{i}\right)+\sum_{\substack{x \in \mathscr{P}(n+1) \\
x_{n+1}=1}} \prod_{i=1}^{n+1} f_{i}\left(x_{i}\right) \\
& =f_{n+1}(0) \sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n} f_{i}\left(x_{i}\right)+f_{n+1}(1) \sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n} f_{i}\left(x_{i}\right) \\
& =\left(f_{n+1}(0)+f_{n+1}(1)\right) \sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n} f_{i}\left(x_{i}\right) \\
& =\left(\sum_{x_{n+1}} f_{n+1}\left(x_{n+1}\right)\right) \sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n} f_{i}\left(x_{i}\right)
\end{aligned}
$$

Next we use the inductive hypothesis to obtain the final result

$$
\begin{aligned}
& =\left(\sum_{x_{n+1}} f_{n+1}\left(x_{n+1}\right)\right) \prod_{i=1}^{n} \sum_{x_{i}} f_{i}\left(x_{i}\right) \\
& =\prod_{i=1}^{n+1} \sum_{x_{i}} f_{i}\left(x_{i}\right) \\
& =1
\end{aligned}
$$

Lemma A.0.2. Let $f(x)=\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ be a vector-valued function with $f_{i}:\{0,1\} \rightarrow[0,1]$ and assume that $f_{i}(0)+f_{i}(1)=1$ for all $i=1, \ldots, n$. Given any vector $q=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}^{n}$, then

$$
\sum_{x \in \mathscr{P}(n)} \prod_{i=1}^{n}\left(1-q_{i}\right)^{x_{i}} f_{i}\left(x_{i}\right)=\prod_{i=1}^{n}\left(1-q_{i} f_{i}(1)\right)
$$

where $\mathscr{P}(n)$ denotes the power set of binary sequences with length $n$.

Proof. We use induction to prove this claim and begin with the base case $n=1$ which holds by

$$
\begin{aligned}
\sum_{x \in \mathscr{P}(1)}\left(1-q_{i}\right)^{x_{i}} f_{i}\left(x_{i}\right) & =f_{1}(0)+\left(1-q_{1}\right) f_{1}(1) \\
& =1-f_{1}(1)+\left(1-q_{1}\right) f_{1}(1) \\
& =1-q_{1} f_{1}(1) .
\end{aligned}
$$

Now suppose the claim holds when $f$ is an $n$-dimensional vector-valued function, then the inductive step holds by

$$
\begin{aligned}
\sum_{x \in \mathscr{P}(n+1)} \prod_{i=1}^{n+1}\left(1-q_{i}\right)^{x_{i}} f_{i}\left(x_{i}\right) & =\sum_{x \in \mathscr{P}(n+1)} \prod_{\substack{i \\
x_{i}=0}}\left(1-q_{i}\right)^{x_{i}} f_{i}\left(x_{i}\right) \prod_{\substack{i \\
x_{i}=1}}\left(1-q_{i}\right)^{x_{i}} f_{i}\left(x_{i}\right) \\
& =\sum_{x \in \mathscr{P}(n+1)} \prod_{\substack{i \\
x_{i}=0}} f_{i}(0) \prod_{\substack{i \\
x_{i}=1}}\left(1-q_{i}\right) f_{i}(1) \\
& =f_{n+1}(0) \sum_{x \in \mathscr{P}(n)} \prod_{\substack{i \backslash n+1 \\
x_{i}=0}} f_{i}(0) \prod_{\substack{i \\
x_{i}=1}}\left(1-q_{i}\right) f_{i}(1) \\
& +\left(1-q_{n+1}\right) f_{n+1}(1) \sum_{x \in \mathscr{P}(n)} \prod_{\substack{i \\
x_{i}=0}} f_{i}(0) \prod_{i \backslash n+1}^{x_{i}=1} \\
& =\left(1-q_{i}\right) f_{i}(1) \\
& =\prod_{i=1}^{n+1}\left(1-q_{i} f_{i}(1)\right),
\end{aligned}
$$

where the final line holds by using the inductive hypothesis.

Proposition A.0.3. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$, then the message passing operator $S$ can be simplified as

$$
\begin{aligned}
& (S \nu)_{i^{\prime} \rightarrow i}(0)=\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j} \nu_{j \rightarrow i^{\prime}}(1)\right) \\
& (S \nu)_{i^{\prime} \rightarrow i}(1)=1-(S \nu)_{i^{\prime} \rightarrow i}(0) .
\end{aligned}
$$

Proof. By definition, the message passing operator is

$$
(S \nu)_{i^{\prime} \rightarrow i}(\tau)=\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \Psi_{i^{\prime}}\left(\tau, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{j \in \mathcal{D}(i)} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right),
$$

where $\kappa$ is used to denote the normalization factor. Consider the case when $\tau=0$, then the message passing operator can be simplified as

$$
\begin{aligned}
(S \nu)_{i^{\prime} \rightarrow i}(0) & =\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \Psi_{i^{\prime}}\left(0, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}}\left(1-p_{i 0}\right) \prod_{j}\left(1-p_{i j}\right)^{d_{j}} \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\kappa\left(1-p_{i 0}\right) \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \prod_{j}\left(1-p_{i j}\right)^{d_{j}} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\left(1-p_{i 0}\right) \prod_{j \in \mathcal{D}\left(i^{\prime}\right)}\left(1-p_{i j} \nu_{j \rightarrow i^{\prime}}(1)\right) .
\end{aligned}
$$

Next, consider the case when $\tau=1$ and the claim holds by

$$
\begin{aligned}
(S \nu)_{i^{\prime} \rightarrow i}(1) & =\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \Psi_{i^{\prime}}\left(1, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}}\left(1-\Psi_{i^{\prime}}\left(0, d_{\mathcal{D}\left(i^{\prime}\right)}\right)\right) \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right)-\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \Psi_{i^{\prime}}\left(0, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right) \\
& =\kappa-\kappa \sum_{d_{\mathcal{D}\left(i^{\prime}\right)}} \Psi_{i^{\prime}}\left(0, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{j} \nu_{j \rightarrow i^{\prime}}\left(d_{j}\right),
\end{aligned}
$$

where the simplification on the last line holds by Lemma A.0.1. Now we conclude by using the definition of the operator so that

$$
\begin{aligned}
& =\kappa-\kappa(S \nu)_{i^{\prime} \rightarrow i}(0) \\
& =\kappa\left(1-(S \nu)_{i^{\prime} \rightarrow i}(0)\right) .
\end{aligned}
$$

Then final result is attained by setting $\kappa=1$.

Proposition A.0.4. Let $i^{\prime} \in K$ be a factor node which corresponds to the finding node $i \in V$. Assume that node $j \in \mathcal{N}\left(i^{\prime}\right)$ corresponds to a disease node, then the message passing operator $S$ can be simplified as

$$
\begin{aligned}
& (S \nu)_{i^{\prime} \rightarrow j}(0)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right) \\
& (S \nu)_{i^{\prime} \rightarrow j}(1)=\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right)\left(1-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right)
\end{aligned}
$$

where $\kappa$ is used to denote the normalization factor.

Proof. By definition, the message passing operator is

$$
\begin{aligned}
(S \nu)_{i^{\prime} \rightarrow j}(\tau) & =\kappa \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}} \sum_{f_{i} \in\{0,1\}} \Psi_{i^{\prime}}\left(f_{i}, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \nu_{i \rightarrow i^{\prime}}\left(f_{i}\right) \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}} \Psi_{i^{\prime}}\left(1, d_{\mathcal{D}\left(i^{\prime}\right)}\right) \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right),
\end{aligned}
$$

which holds by using that all observed findings are positive because negative findings are absorbed into the prior. Then this expression can be further simplified as

$$
\begin{aligned}
& =\kappa \nu_{i \rightarrow i^{\prime}}(1) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}}\left(1-\Psi_{i^{\prime}}\left(0, d_{\left.\mathcal{D}\left(i^{\prime}\right)\right)}\right) \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right. \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(\sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}} \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)-\left(1-p_{i 0}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}} \prod_{k}\left(1-p_{i k}\right)^{d_{k}} \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=\tau}} \prod_{k}\left(1-p_{i k}\right)^{d_{k}} \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right),
\end{aligned}
$$

where the last line holds by Lemma A.0.1.

Now assume that $\tau=0$, then the first simplified equation holds by

$$
\begin{aligned}
(S \nu)_{i^{\prime} \rightarrow j}(0) & =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=0}} \prod_{k}\left(1-p_{i k}\right)^{d_{k}} \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=0}} \prod_{k \backslash j}\left(1-p_{i k}\right)^{d_{k}} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right),
\end{aligned}
$$

where the last line holds by Lemma A.0.2.
Now assume that $\tau=1$, then the second simplified equation holds by

$$
\begin{aligned}
(S \nu)_{i^{\prime} \rightarrow j}(1) & =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=1}} \prod_{k}\left(1-p_{i k}\right)^{d_{k}} \prod_{k \backslash j} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right)\left(1-p_{i j}\right) \sum_{\substack{d_{\mathcal{D}\left(i^{\prime}\right)} \\
d_{j}=0}} \prod_{k \backslash j}\left(1-p_{i k}\right)^{d_{k}} \nu_{k \rightarrow i^{\prime}}\left(d_{k}\right)\right) \\
& =\kappa \nu_{i \rightarrow i^{\prime}}(1)\left(1-\left(1-p_{i 0}\right)\left(1-p_{i j}\right) \prod_{k \backslash j}\left(1-p_{i k} \nu_{k \rightarrow i^{\prime}}(1)\right)\right),
\end{aligned}
$$

where the last line holds by Lemma A.0.2.
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[^0]:    ${ }^{1}$ We formally introduce spin glass models in Chapter 2

[^1]:    ${ }^{1}$ Note: this figure was originally created by Mark Paskin

[^2]:    ${ }^{1}$ This general scheme is referred to as the Krasnoselskij-Mann iteration scheme in the numerical analysis literature.

[^3]:    ${ }^{2}$ The computation tree represents an unwrapping of the original graph with respect to belief propagation [76].
    ${ }^{3}$ The dynamic range $d(f)$ of a positive function is given by $d(f)=\sup _{x, y} \sqrt{f(x) / f(y)}$
    ${ }^{4}$ We assume a basic understanding of a fixed point being (globally or locally) attractive versus repelling. Otherwise, we direct the reader to Devaney's book [18] as a resource.

[^4]:    ${ }^{1}$ Note the homotopy continuation algorithm is said to converge if it converges on every time step, including the final time step when $t=1$.

[^5]:    ${ }^{2}$ This figure was originally created by Christian Knoll in his PhD thesis [49].

[^6]:    ${ }^{3}$ Note that we use different labels for the factor nodes.

