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ABSTRACT
Datacenter networks offer a large degree of multipath in order to
provide large bisectional bandwidth. The end-to-end performance
is determined by the load-balancing strategy which needs to be
designed to effectively manage congestion. Consequently, conges-
tion aware load-balancing strategies such as CONGA or HULA
have been designed. Recently, more and more applications that are
hosted on cloud servers use multipath transport protocols such
as MPTCP. However, in the presence of MPTCP, existing load-
balancing schemes including ECMP, HULA or CONGA may lead to
suboptimal forwarding decisions where multiple MPTCP subflows
of one connection are pinned on the same bottleneck link.

In this paper, we present MP-HULA, a transport layer multi-path
aware load-balancing scheme using Programmable Data Planes.
First, instead of tracking congestion information for the best path
towards the destination, each MP-HULA switch tracks congestion
information for the best-k paths to a destination through the neigh-
bor switches. Second, we design MP-HULA using Programmable
Data Planes, where each leaf switch can identify, using P4, which
MPTCP subflow belongs to which connection. MP-HULA then
load-balances different MPTCP subflows of a MPTCP connection
on different next hops considering congestion state while aggregat-
ing bandwidth. Our evaluation shows that MP-HULA with MPTCP
outperforms HULA in average flow completion time (2.1x at 50%
load, 1.7x at 80% load).
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1 INTRODUCTION
In recent years, many applications have been hosted inside data
centers that are increasingly demanding in terms of data transfer.
For example, [3] shows that 90% of the traffic in data centers belong
to long flows (more than 1MB). In addition, with the recent support
for multi-path transport layer inside modern Operating Systems,
more and more applications are enabled to use Multipath TCP
(MPTCP). Apples Siri is just a prominent example of such Cloud
based MPTCP service. Such multipath transport protocols attempt
to exploit the path diversity by splitting traffic betweenmultiple sub-
flows which has several benefits. It allows to aggregate capacity of
multiple paths, shifts traffic adaptively to less congested sub-flows
and improves the fault tolerance to link failures. Consequently, data
centers should be designed for multipath transports [20]. With the
recent development of stateless MPTCP server load balancers [17],
MPTCP is expected to be more prevalent in the data center.

Despite the effort made in the transport layer, today many data
centers still use Equal-Cost Multi-Path (ECMP) as a routing strat-
egy, which assigns each flow to one of several least cost paths
randomly based on a hash function. Unfortunately, when using
MPTCP combined with ECMP, hash collisions may occur resulting
in under-utilized links and unbalanced load across multiple paths
[20]. Hedera [1] develops a dynamic flow scheduling system using
a centralized solution which suffer from high control loop latency.
Other load-balancing schemes such as CONGA [2] and HULA [15]
propose distributed solutions attempting to cope with the slow
decision making of centralized solutions for high volume of data.
HULA performs flowlet routing along least congested paths, which
are updated based on distributed probing taking advantage of the
emerging capabilities provided by data plane programmability such
as P4 [4]. Because Conga and HULA are not designed for multipath
transport, they cannot exploit the features of multipath transport
efficiently thus resulting in low performance.

This paper proposes MP-HULA, a data-plane load-balancing ap-
proach that is multi-path transport aware. By using P4, MP-HULA
switches parse MPTCP header fields thus being able to associate
MPTCP subflows to a MPTCP connection. Instead of tracking only
the least utilized path towards each Top-of-Rack (ToR) switch, MP-
HULAs adaptive probing mechanism keeps congestion state for
the best-k next hops per destination. MPTCP sub-flows are then
split into flowlets [13], which is a long enough burst of packets
of a MPTCP subflow to avoid reordering. The MP-HULA switch
then uses the congestion state for best-k next hops together with
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the MPTCP sub-flowlet information to route different MPTCP sub-
flowlet towards different next hops taking into account congestion
information. Our evaluation in the NS2 network simulator demon-
strates the effectiveness of MP-HULA in reducing flow completion
time between 1.7x and 2.1x compared to HULA with MPTCP and
uncoupled congestion control. When compared with HULA and
TCP, MPTCP combined with MP-HULA reduces average flow com-
pletion time (3.4x at 50% load, 2.9x at 80% load).

2 MULTI-PATH TRANSPORT AWARE LOAD
BALANCING IN THE DATA PLANE

A MPTCP connection can be seen as a single socket connection
from an application’s perspective. It is composed of one or more sub-
flows, each onewith its own sequence number space and congestion
window so that it can adapt to congestion along each path. MPTCP
can run multiple sub-flows on a single path. When using ECMP,
different sub-flows may be routed over different paths, which may
lead to hash collisions and several flows of a single MPTCP con-
nection may end up on the same bottleneck link leading to loss
of throughput [23]. The key idea of MP-HULA is to load-balance
different sub-flows of a given MPTCP connection over different
paths on a per flowlet basis, taking congestion into account.

As in HULA, probes are used to convey congestion information
which is used for MPTCP flowlet routing. In contrast to HULA,
however, probes are replicated to track the best-k paths from each
leaf switch throughout the network. This is because we route each
sub-flow of a given MPTCP connection over disjoint paths to ag-
gregate bandwidth. In this section, we describe how the multiple
sub-flows of a given MPTCP connection are identified and tracked
byMP-HULA capable switches, how congestion information is used
for congestion aware flowlet routing of multiple MPTCP sub-flows
and how the probe replication and processing logic tracks the best-k
paths using custom data structures expressed in P4 [4].

2.1 MPTCP header processing in P4
In MPTCP, each sub-flow has a port/IP-address that is different
from other sub-flows of the same connection. In order to iden-
tify, which sub-flow belongs to a given MPTCP connection, ToRs
need to parse MPTCP protocol header extensions during connec-
tion establishment and sub-flow opening in order to obtain tokens,
which uniquely identify the MPTCP connection [7] (Figure 1). This
functionality is assigned to the ToR since all MPTCP messages ex-
changed during connection establishment and sub-flow opening
pass through it. As the load-balancing may spread out the packets
after the ToR on different paths, other switches might not receive all
messages which are required in order to successfully correlate the
MPTCP sub-flows. Alternatively, correlating sub-flows to a given
MPTCP connection might also be done on the hypervisor or P4
programmable NIC of the sender. A custom register data structure
MPTCP Association Table (Figure 2) is used by the ToR to store, per
sub-flow, the 5-tuple sub-flow Hash, Token A, Token B, Sub-flow
counter, Sub-flow number, MPTCP connection ID.

During the three-way handshake, the source sends a SYN with
the MP_CAPABLE option set and a random 64-bit key (Key A). The
ToR parses the SYN packets sent by the hosts and checks, if the
MP_CAPABLE option exists (Figure 1 step 1). Then, it computes

Figure 1: MPTCP sub-flow establishment

a five-tuple hash with the source and destination IP, source and
destination port, and the layer 4 protocol. It uses this hash index to
store the sender key in an auxiliary table (Figure 2 step (1)), which
will be used later to calculate the tokens.

Figure 2: MPTCP association, token and auxiliary tables

The ToRs parse the SYN/ACK messages sent from the receiver
which also have the MP_CAPABLE option set in order to extract
the receiver key (Key B, step (2)). The hash is computed exchanging
sender information for the receiver’s (destination IP, source IP,
destination port, source port and protocol) and the ToR stores the
receiver key B in the auxiliary table (Figure 2 step (2)). Once Key
B is inserted in the table, the ToR generate the Tokens A and B
and inserts them into the MPTCP Association table (step (3)). The
token is a truncation of the 32 most significant bits of the SHA-1
of the key, calculated using external functions in P4. Once step (3)
is complete, the entry in the auxiliary table for that hash might
be deleted. A new entry is created in the Token Table (steps (3c)
and (3d)), which is needed in order to associate new sub-flows to
a given MPTCP connection. Using the token as an index in the
table may lead to a collision risk [7], especially if a large number
of sub-flows pass through that ToR from different servers and we
suggest to implement the detection and identification function in
the hypervisor or NIC of the sender. Alternatively, we could create
a token table per incoming port and using another table to relate
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the incoming port with port token table, which would consume
more memory. The token will be utilized when new sub-flows are
created in order to identify the initial sub-flow and thus the MPTCP
connection ID.

When MPTCP creates a new sub-flow, the sender sends a SYN
packet withMP_JOIN containing the token and a generated random
number (nonce A), as shown in Figure 1 step (4a). The ToR parses
this message and obtains the sent token that is subsequently used
to look up the hash of the initial MPTCP sub-flow in the token
table, step (4) in Figure 2. The hash index obtained in the token
table is used to update the counter of that MPTCP connection in
the MPTCP Association table and at the same time, calculate the
MPTCP connection ID (step (5a) and (5b)). The MPTCP ID can be
created in different ways, however to simplify, we will take the
32-bit Token A and the 32-bit from Token B to generate a unique
64-bit ID, which is stored in step (5b) in the MPTCP Association
table. Then, we add a new entry for the new sub-flow together with
the 5-tuple hash, its sub-flow number (current state of the counter)
and MPTCP connection ID as shown in Figure 2 step (6a), (6b) and
(6c). Therefore, the sub-flow counter is used to enumerate the new
sub-flows. For example, when the new sub-flow is initiated, the
counter increases from one to two as shown in Figure 2 step (5a),
which indicates the sub-flow number of the MPTCP Association
table step (6b). For security and validation reasons, the nonces (A
and B) exchanged during the MP_JOIN process, shown in Figure
1 step (4a) and (4b), could be stored also in an additional auxiliary
table to later generate the HMAC A and HMAC B and thus verify
the correct establishment of the sub-flows. We assume a secure data
center environment and omitted this step.

2.2 Multipath sub-flow association mapping
Although the ToR is able to correlate different sub-flows to aMPTCP
connection, upper layer switches might not have information on all
token and keys exchanged due to the flowlet switching. Therefore,
the ToR needs to augment MPTCP data packets by an additional
header which allows each switch to uniquely identify the MPTCP
connection and sub-flow, if more than one sub-flow exists. This
header is removed by the target ToR switch and intermediate ag-
gregation and core switches use only this additional header for
forwarding decisions after correlating MPTCP sub-flows to their
respective connection. When the MPTCP ID is created by the ToR
and the sub-flow counter is greater than one, Figure 1 step (6b) and
(6c), the ToR adds the following header to all MPTCP packets after
identifying the correct sub-flow and MPTCP ID:

• MPTCP_ID (64 bits): This ID is used to uniquely identify
the MPTCP connection.

• sub-flow_num (4 bits): identifies the sub-flownumberwithin
the MPTCP connection.

We assume that the 64-bit ID can uniquely identify each MPTCP
connection within the data center. Likewise, 4-bits are used for the
sub-flow index within a given MPTCP connection, which supports
16 possible sub-flows. However, these values can be easily modified.

2.3 Hop-by-hop Probe Processing
The original HULA uses 64 byte probe packets containing the id
of the originator ToR and a field to aggregate link utilization. The

probes update a table that the switches use to store the best next
hop for each destination ToR and its respective link utilization. In
contrast to HULA, we maintain k tables to store the best-k next
hop switches and their corresponding link utilization. We now
detail, how we modify the HULA probe processing logic to track
congestion information for the best-k paths along with the next
hop information. We do not modify the HULA probe packet format.

When a probe packet arrives, the switch calculates the maximum
of the utilization field in the packet and the TX link utilization
of the packet’s input port, MaxUtil. Min_hop_util calculates the
minimum of the lowest link utilization value obtained from the
best hop table k=1) and MaxUtil. Then, Min_hop_util is compared
with the entries of all best-k next hop tables. The tables are updated
in order to maintain a sorted array of best best-k hops along with
their utilization using if-else logic. For example, for k = 3, if the
second value (e.g. 65%) is lower than theMin_hop_util (e.g. 67%), the
second value is copied to the k=3 table position and the 2nd entry is
replaced with theMin_hop_util value. Finally, the utilization field of
the probe packet is updated with the new Min_hop_util value and
replicated to all the ports, except for the one where it was received
from, until it reaches the next pod, where it is only replicated to
the lower hierarchy switches.

2.4 MPTCP Flowlet Routing
As in HULA, the load-balancing granularity is the flowlet in order to
avoid packet reordering. All packets belonging to the same flowlet
are routed over the same path p1 over the same next hop until the
flowlet gap fд has expired. Once this timer expires, a new flowlet is
created in the Flowlet table, updating the time stamp. Depending
on the network conditions, when the new flowlet is created, it can
be assigned to a new path p2. In our case, as we want to aggregate
the bandwidth across multiple MPTCP sub-flows, when the flowlet
belonging to an MPTCP sub-flow for a given MPTCP connection
expires, we check if there is another flowlet, which belongs to the
same MPTCP connection, assigned to the best available path. If this
is the case, we do not send this new flowlet over the best next hop
because that may lead to situations, where multiple flows of the
same MPTCP connection share the same bottleneck link. Instead,
we send it over the best next hop not used by another sub-flow
of the same MPTCP connection. However, other schemes are also
possible in case more sub-flows are opened as alternative next hops
are available. The first sub-flow will always be routed over the least
congested next hop, which is important for short flows.

2.5 Path selection and MPTCP association
under partial information

When an MPTCP connection has more than one sub-flow, the ToR
adds the header described in Section 2.2 to all packets belonging
to any of these sub-flows. MP-HULA switches at higher level (e.g.
core, aggregation) perform a 5-tuple hash and check if the header is
present in the packet. If this header does not exist, we use the same
technique as HULA and therefore the packet is sent on the best-next
hop. In casemore than one sub-flowhas been opened byMPTCP, the
ToR attaches the additional header to each packet which contains
the MPTCP_ID and sub-flow_num. The Flowlet table stores those
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Figure 3: Best k next hop switch and flowlet tables

values as illustrated in Figure 3. Then, the switch obtains the best-
next hop from the best-k-hop tables, hop1, checks the MPTCP sub-
flow mapping tables if this best-next hop has already been assigned
previously to any other sub-flow of this MPTCP_ID. If this best-
next hop does not exist in the mapping tables, this best-next hop is
assigned and stored in the Flowlet table as the best hop. Otherwise,
if hop1 is found, the hop1 is discarded and we identify the second
best-next hop, hop2. These steps are repeated until hopk in case
of finding the selected best-hop in any of the MPTCP sub-flow
mapping tables. If in the last step, i.e. the hopk , the best-hop is
found again in the MPTCP sub-flow mapping tables, the hop1 is
assigned as the best hop for that flowlet implementing a round-
robin scheme but other schemes are possible, too.

2.6 Feasibility of MP-HULA in P4
As Hula, implementing MP-HULA in P4 requires stateless (header
field reading and writing) and stateful (record and manipulate con-
gestion and forwarding state) operations. In addition, we require
external function support from P4 (which can be implemented using
extern block [26]) to implement the SHA-1 algorithm to obtain the
token. However, in our case, the SHA-1 function is called only once
per MPTCP connection and implementing the SHA-1 in FPGA adds
a small overhead [16, 19]. We can outsource the SHA-1 computa-
tion to crypto acceleration blocks of P4 enabled NICs1 or switches.
MP-HULA requires more congestion state compared to HULA to
track k paths and requires forwarding state per MPTCP sub-flowlet
(instead of per flowlet). Note, that k allows to make a trade-off
between the path diversity, memory consumption and processing
overhead at the switch which is subject to future study.

Parsing State:MP-HULA requires state information to correlate
the MPTCP sub-flow to the MPTCP connection using the MPTCP
Association table (19 bytes per sub-flow), Token table (6 bytes per
sub-flow) and Auxiliary table for keys (10 bytes per sub-flow), see

1e.g. using https://www.netronome.com/media/redactor_files/WP_NFP4000_TOO.pdf

Figure 2. For example, when processing 100KMPTCP connections, 6
sub-flows, in total 21 MB are required. This state can be outsourced
to the Hypervisor/programmable NIC at the server.

Forwarding State:MP-HULA requires per sub-flow forwarding
state implemented by the Flowlet table (25 bytes per MPTCP sub-
flowlet), Best hop tables (16 bytes per ToR and table) and MPTCP
sub-flow mapping (13 bytes per sub-flow) as shown in 3. Assuming
10K ToRs, 6 sub-flows, 4 best paths, 100K MPTCP connections, the
memory requirement is around 25 MB.

Processing at ToR/Hypervisor: In addition to calculating the
SHA-1, the ToR/Hypervisor need to insert/remove the header to
identify the MPTCP connection (Section 2.2) per packet, which
can be done at line rate similar to INT-operations. In addition, it
requires additional parsing operations related to MPTCP in order to
create state for the MPTCP association, token and auxiliary tables,
which is required for each sub-flow opening.

Processing at aggregation/core: In addition to parsing the
additional header to correlate the MPTCP subflows, all switches
(including the ToRs) need to process the Flowlet table, MPTCP
sub-flow mapping and best hop tables. Since there is no for-loop in
P4, all search operations must be implemented using if-else, which
makes the search in the MPTCP sub-flow mapping table complex
for a high number of sub-flows. The same complexity is required
when ordering the best hop tables for a large k.

3 EVALUATION AND RESULTS
We evaluate MP-HULA using packet level simulation in NS2. We
use a 3-tier Fat-Tree topology (Figure 4) with two Core switches (C1,
C2) connecting two pods with two Aggregation switches and ToRs
using 40Gbps links. 16 compute nodes are connected to each ToR
using 10Gbps links. We use two different workloads to generate
traffic based on the traces from [15], which emulateWeb-search and
data mining jobs. The compute nodes run a client-server application
to initiate a TCP or MPTCP connection, which generates traffic
using flow size distribution obtained from the CDF samples of the
workload traces. Each of the 16 clients (located in pod 1) selects
randomly any of the 16 servers (from pod2). The flow inter-arrival
pattern is modeled by an exponential Poisson process. We scale the
request rate to increase the load from 10% to 90%.

Figure 4: Evaluation Topology
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We compare MP-HULA against ECMP and HULA [15], which
forwards all packets in a flowlet towards a given destination ToR
only over the single best next hop. We use a flowlet inter-packet
gap of 100µs, which is in the order of the network RTT to minimize
packet re-ordering at the receiver as in [2, 15]. The probing interval
is set to 200µs as in [15]. For MPTCP, we use two sub-flows per
connection and we evaluate uncoupled and coupled [21] congestion
control. The parameter that determines the number of best-k next
hops is set to 2. This paper does not intended to optimize the k
parameter but rather intends to demonstrate the benefits of the
proposed approach and the relevance of this parameter. A k value
lower than the number of sub-flows may imply a reduction in the
bandwidth aggregation. This is because some sub-flows can result
in the same best-hop, and therefore are more likely to travel through
the same bottleneck. In addition, another aspect which must not be
neglected when selecting the k parameter is the number of output
ports in the switch to send the flowlets.

Figure 5 shows the average FCT for the web-search workload
using coupled congestion control. Using MPTCP with MP-HULA
(MPTCP-COUPLED_MP-HULA) performs significantly better than
all of the other schemes because of the large flow sizes in the
trace which enable MPTCP to take advantage of the diverse paths.
Similarly, MP-HULA performs best also for the small mice flows
from the same web-search trace (<100KB transfer) as can be seen
from Figure 6. This is also, because the larger elephant flows finish
earlier taking advantage of the multipath (omitted due to space
constraints). Using uncoupled congestion control reduces flow com-
pletion time even more (3.4x at 50% load, 2.9x at 80% load) because
of the more aggressive congestion control (Figure 7). This shows
that MP-HULA benefits both, coupled and uncoupled congestion
control schemes for MPTCP and reduces flow completion time sig-
nificantly compared to just using HULA and MPTCP. For all the
schemes evaluated, ECMP performs the worst when combined with
MPTCP due to hash collisions leading to poor link utilization.

To evaluate MP-HULA under link failures, we use an asymmet-
ric topology, where we bring down one of the links that connect
the core switches to the aggregation switches reducing bisectional
bandwidth. As we can see from Figure 8, again, MP-HULA out-
performs all other schemes using the web-search trace showing
its effectiveness to shift traffic away from congested paths even in
asymmetric topologies. Interestingly, MPTCP with ECMP performs
very poor because of the congestion unaware nature of ECMP that
routed the traffic towards the core where only one link was avail-
able. Figure 9 shows the average link utilization (e.g. 0.72 = 72%)
for the web-search workload using MPTCP uncoupled congestion
control for different links in the topology, shown in Figure 4. As
can be seen, MP-HULA with MPTCP leads to higher link utilization
compared to HULA (when run with TCP or MPTCP) because it
spreads different MPTCP sub-flowlets more equally on different
next hops leading to lower overall flow completion time.

Figure 10 shows the average FCT for the data-mining work-
load using coupled congestion control for MPTCP. Using MPTCP
with HULA (MPTCP-COUPLED_HULA) performs better than TCP
with HULA (1_TCP-Hula). In addition, we can see how using MP-
HULA (MPTCP_MP-HULA) improves performance by using dif-
ferent paths for each of the sub-flowlets. However, because the

data-mining workload is comprised of mostly small flows, the ben-
efits of MP-HULA is not so pronounced.

4 RELATEDWORK
Centralized Algorithms: Hedera [1], B4 [12] or Planck [22] are
centralized approaches, where the controller uses global informa-
tion in order to route the flows. Under varying traffic patterns and
many small flows, common to data centers, those schemes have a
high cost and scalability limitations. [18] has a slightly different
design goal to influence endpoints congestion control decisions
based on centralized control and relies on e.g. ECMP routing.

Host-based:MPTCP [20] is a host-based load balancing scheme
which splits an end-to-end connection into multiple TCP sub-flows.
It uses end-to-end feedback to shift packets to less congested sub-
flows. Typically, MPTCP is augmented with ECMP routing, which
uses random hashing of subflows onto paths leading to hash colli-
sions and low performance. In addition, MPTCP may suffer from
incast [2]. Due to the importance of MPTCP for data center net-
working, many drawbacks have been addressed e.g. in [6, 24, 28].
NDP [10] is a novel transport layer stack for low latency and high
throughput data centers which requires additional router support
but does not have multipath transport support.

In-Network distributed: Distributed load balancing schemes
either use local link utilization (Drill [9]) or global congestion state
(Conga [2], Hula [15]) to route packets. While local state has difficul-
ties to react to asymmetric links, approaches that require complete
global state, e.g. [2], have scalability issues. In general, all those
approaches do not consider the properties of multipath transport
protocols and may lead to poor capacity aggregation performance.

Edge based: Schemes as Presto [11], Juggler [8], LetItFlow [25],
Clove [14], Hermes [27]) do not need to modify the router or the
end-host. Instead, they run in the virtual switch on each server,
rely on support from network feedback (e.g. [27]) and consequently
need to update each server software.

5 CONCLUSIONS AND FUTUREWORK
In this paper, we design MP-HULA, a scalable, multi-path trans-
port protocol aware load-balancing scheme designed for emerging
programmable data planes such as P4. Based on periodic probing
messages, switches track the utilization and next hop for the k-
best paths for a given destination. MP-HULA splits up the MPTCP
flows into flowlets and decides locally, which next hop to use for a
given MPTCP flowlet based on congestion state and information
to which MPTCP connection the flowlet belongs to. MP-HULA
capable switches parse transport layer protocol headers in order to
correlate MPTCP sub-flows to MPTCP connections to avoid hash
collisions. Our evaluation shows that MP-HULA exploits the trans-
port layer multipath characteristics of MPTCP, reducing the flow
completion times compared to other load balancing schemes.

As future work, we intend to implement and evaluate MP-HULA
on P4 capable hardware and evaluate the performance with more
path diversity and different settings. We will also extend the load-
balancing features to consider different flow priorities and other
emerging multipath transport protocols such as Multipath QUIC
[5], which will require less state management due to the presence
of the path ID of each subflow in an unencrypted header.
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Figure 5: Average FCT using MPTCP-
Coupled for web-search traffic
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Figure 6: Average FCT for mice flows
(<100KB), coupled, web-search
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Uncoupled for web-search traffic

10.0% 20.0% 30.0% 40.0% 50.0% 60.0% 70.0% 80.0% 90.0%
Load (%)

0

5

10

15

20

25

30

35

Av
er

ag
e 

FC
T 

(m
s)

MPTCP_UNCOUPLED_MP-Hula
MPTCP_UNCOUPLED_ecmp_flow
1-TCP_Hula
MPTCP_UNCOUPLED_Hula
1-TCP_ecmp_flow

Figure 8: Asymmetric topology for web-
search
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