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Chapter 1

Introduction

Programming robots is hard. Even for simple tasks, it is often difficult to specify in

detail how the robot should accomplish them. Robot control code is typically full of

constants and “magic numbers”. These numbers must be painstakingly set for each

environment that the robot must operate in. The idea of having a robot learn how to

act, rather than having to be told explicitly, is appealing. It seems easier and more

intuitive for the programmer to provide the high-level specification of what the robot

should do, and let it learn the fine details of exactly how to do it. Unfortunately,

getting a robot to learn effectively is also hard.

This dissertation describes one possible approach to implementing an effective

learning system on a real, physical robot, operating in an unaltered environment.

Before we begin discussing the details of learning on robots, however, we will explicitly

set down the goal of this work, and also the assumptions that we are making.

1.1 Major Goal and Assumptions

The major goal of this work is to provide a framework that makes the use of reinforce-

ment learning techniques on mobile robot effective. Throughout this dissertation, we

try to take a practical view of learning on robots. What we mean by this is that, in

general, we are only interested in using learning on a mobile robot if it is “better”

than using a hand-coded solution. We have two definitions of better:

Better: Learning creates a more efficient, or more elegant, solution than a reasonably

1



2

experienced programmer could, in roughly the same amount of time.

Faster: Learning produces a solution of comparable efficiency, or elegance, in a

shorter time that a reasonably experienced programmer could.

So, in essence, we are interested in using learning as a tool to produce mobile robot

control code.

We assume that our goal is to produce good control policies for a mobile robot

operating in an unaltered environment. We also assume that the robot has sufficient

sensory capabilities to detect all of the relevant features that it needs to complete the

task.

1.2 Outline of the Dissertation

We begin this dissertation with a discussion of learning on real, physical robots in

chapter 2. We then go on to introduce the specific learning paradigm, reinforcement

learning, that we will be using in chapter 3. In this chapter, we also discuss the

shortcomings of this paradigm, in light of our chosen domain. In the following two

chapters, we propose solutions for these problems and introduce Hedger, our main

reinforcement learning algorithm and JAQL, our framework for using this algorithm

for learning on robots. Chapter 6 shows the effectiveness of the individual features

of Hedger and JAQL, and looks at how they effect overall performance. We then

go on to provide experimental results for JAQL on two simulated and two real robot

tasks in chapter 7. Finally, chapter 8 summarizes the contributions made by this

dissertation, discusses their relevance and suggests fruitful directions for further work.



Chapter 2

Learning on Robots

We are interested in learning control policies for a real robot, operating in an unal-

tered environment. We want to be able to perform the learning on-line, as the robot

interacts with its environment. This poses some unique problems not often encoun-

tered in other machine learning domains. In this chapter we begin by discussing the

assumptions that we make about the robot, the tasks to be learned and the environ-

ment. We then introduce and discuss the problems that must be addressed before an

effective learning system can be implemented.

2.1 Assumptions

We assume that our robot exists in a world, W, which can be summarized by a

(possibly infinite) set of states, S. The robot can make observations from a set,

O, of projections of the states in S. Based on these observations, it can take one

of a (possibly infinite) set of actions, A, which affect the world stochastically. We

also assume that the world is sampled at discrete time steps and that there exists a

particular task, T , that we are trying to accomplish. This is shown graphically in

figure 2.1.

Our goal, then, is to create a mapping from observations to actions that accom-

plishes the task at hand as efficiently as possible. Such a mapping is known as an

action policy for the task T , denoted by

πT : O → A.

3
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A

S

O

W

Figure 2.1: The basic robot model.

If there is no ambiguity about the task, we will generally omit the T subscript and

refer to the action policy simply as π. Thus, at every time step, t, the robot makes

an observation of the current state of the world, ot ∈ O (corresponding to st), and

generates an appropriate action, at ∈ A, according to its action policy, π

at = π(ot).

Taking an action, at, causes the state of the world to change from st to st+1, with a cor-

responding new observation, Ot+1. Note that the observation, ot, can be augmented

with the robot’s own internal state, allowing for control policies with persistent mem-

ory in addition to those which are purely reactive.

In this work, we assume that we are interested in learning a good control policy

online, while the robot is interacting with the world. Such interaction is the only way

in which we can gather information about the consequences of our actions. Specifi-

cally, we do not assume that we have an accurate model of the dynamics of the robot

system or a simulator of it.
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2.2 Problems

Now that we have stated out assumptions about the problem, we can go on to discuss

some of the difficulties that must be overcome in order to implement a useful learning

system on a real robot.

2.2.1 Unknown Control Policy

A reasonable approach to learning on robots would seem to be to supply a set of

training examples consisting of observation-action pairs (oi, ai) and to use a supervised

learning algorithm to learn the underlying mapping. This learned mapping could then

be used as the control policy, generalizing to previously unseen observations.

There are a number of problems with this approach, however. Supervised learning

algorithms attempt to learn the mapping that they are given (embodied in the training

examples). This means that, unless we want the system to learn a sub-standard

control policy, we must supply the correct action in every training point. If we know

the best way to accomplish the task, then it makes sense to simply implement a

solution and forget about learning. It is also very possible that we might not know

the “best” action to take in every possible situation. Even if we do know a reasonable

solution, we might not be able to express it effectively in terms that the robot can

use. It is a very different thing, for example, to know how to walk down a corridor

than it is to program a robot to do it. Robots are controlled in terms of motor speeds

and sensor readings; these are often not intuitive measures for a human programmer.

There are also problems associated with the distribution of the training data

points. Supervised learning algorithms can generally only make predictions that

interpolated from their training data points. If asked to make a prediction that

extrapolates from the training points, the results may be unpredictable. This means

that not only do we have to know the optimal policy, but we need to know it over

the entire observation space.

If we can analytically generate appropriate observation-action pairs to train a su-

pervised learner, is there any point in using learning? If we can get good performance

by programming the robot, then it might be better to avoid learning. Using a su-

pervised learning approach assumes that we know the “best” control policy for the
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Goal Position

0.50.250.0 0.75 1.0
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1 2 3 4 5

Figure 2.2: An example of poor state discretization.

robot, at least partially. The learning algorithm will try to learn the mapping em-

bodied by the training examples. If the strategy used to generate these examples is

suboptimal, the learning algorithm cannot improve on it, and the final learned policy

will reflect this. Even if we supply training data that represents the optimal control

policy, supervised learning algorithms introduce an approximation error when they

make predictions. Although this error might be small, it still introduces an amount

of non-optimality and uncertainty into the final learned policy.

Our learning method should not rely on knowing a good control policy, and should

be able to use suboptimal policies to learn better ones.

2.2.2 Continuous States and Actions

Often robot sensor and actuator values are discretized into finite sets O and A. This

can be a reasonable thing to do if the discretization follows the natural resolution of

the devices. However, many quantities are inherently continuous with a fine resolu-

tion that leads to many discrete states. Even if they can be discretized meaningfully,

it might not be readily apparent how best to do it for a given task. Incorrect dis-

cretizations can limit the final form of the learned control policy, making it impossible

to learn the optimal policy. If we discretize coarsely, we risk aggregating states that

do not belong together. If we discretize finely, we often end up with an unmanageably

huge state or action space. Figure 2.2 gives an example state discretization leading to

a poor final policy. The goal is to bring the vehicle to the center position (x = 0.5).
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The policy for this is obvious.

π(x) =



















x < 0.5 drive right

x > 0.5 drive left

x = 0.5 halt

.

If we discretize the state space into an even number of states, we never have a stable

state at the goal. Figure 2.2a shows a discretization with 4 states. This gives the

following policy.

π(s) =































1 drive right

2 drive right

3 drive left

4 drive left

In general, the system will oscillate between states 2 and 3, never stopping at the

actual goal.

If we divide the state space up into an odd number of states, things are slightly

better. Figure 2.2b shows a discretization with 5 states. The resulting policy is

π(s) =











































1 drive right

2 drive right

3 halt

4 drive left

5 drive left

.

Although this policy causes the vehicle to halt close to the goal state, it is not guar-

anteed to halt at the goal. If we made the state discretizations smaller, it would be

possible to get arbitrarily close to the goal before stopping. However, we would also

have an arbitrarily large number of states to deal with.

The problem with large numbers of states is compounded when more than one

continuous quantity is involved. This is especially true when we are dealing with

several continuous sensors. For example, consider a robot with 24 sonar sensors, each

returning a value in the range 0 to 32,000. If we discretize each sensor into two states,

close and far, thresholding at some appropriate value, we end up with 224 states.

Even with such a coarse discretization, this is an unmanageable number of states.

This is known as the “curse of dimensionality”.
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Our learning method should be able to cope with continuous state and action

spaces without needing to discretize them. It should be able to generalize in a rea-

sonable way from previously seen examples to novel ones.

2.2.3 Lack of Training Data

Since we are generating data by interacting with the real world, the rate at which we

get new training points is limited. Robot sensors often have an inherent maximum

sampling rate. Even “instantaneous” sensors, such as vision systems, require time

to process the raw data into something useful. Additionally, the world itself changes

at a certain rate. In a typical office environment, for example, it is unlikely that

any object will be traveling faster than about two meters per second. Sensors which

sample extremely quickly will simply generate many training points that are almost

identical.

We are interested in learning on-line, while the robot is interacting with the world.

This means that we cannot wait until we have a large batch of training examples before

we begin learning. Our learning system must learn aggressively, and be able to make

reasonable predictions based on only a few training points. It must also be able to

use what data points it does have efficiently, extracting as much information from

them as possible, and generalizing between similar observations when appropriate.

2.2.4 Initial Lack of Knowledge

Many learning systems attempt to learn starting with no initial knowledge. Although

this is appealing, it introduces special problems when working with real robots. Ini-

tially, if the learning system knows nothing about the environment, it is forced to

act more-or-less arbitrarily.1 This is not a real problem in simulated domains, where

arbitrary restarts are possible, and huge amounts of (simulated) experience can be

gathered cheaply. However, when controlling a real robot it can prove to be catas-

trophic. Since each control action physically moves the robot, a bad choice can cause

it to run into something. This can damage the environment or the robot itself, pos-

sibly causing it to stop functioning. Since the robot is a mechanical device, with

1The system can employ a systematic exploration policy but, for the domains in which we are
interested, this is not very practical.



9

inertia and momentum, quickly changing commands tend to be “averaged out” by

its mechanical systems. For example, ordering the robot to travel full speed forwards

for 0.1 seconds, then backwards for 0.1 seconds repeatedly will have no net effect.

Because of the short time for the commands, inertia, slack in the gear trains, and

similar phenomena will “absorb” the motion commands. Even if the robot is able to

move beyond this initial stage, it will be making what amounts to a random walk

through its state space until it learns something about the environment. The chances

of this random behavior accomplishing anything useful are likely to be very small

indeed.

In order for the learning system to be effective, we need to provide some sort of

bias, to give it some idea of how to act initially and how to begin to make progress

towards the goal. How best to include this bias, how much to supply and how

much the learning system should rely on it is a difficult question. Adding insufficient

or incorrect bias might doom the learning system to failure. Incorrect bias is an

especially important problem, since the programmers who supply the bias are subject

to errors in judgment and faulty assumptions about the robot and its environment.

Our learning system must be robust in the face of this sort of programmer error, while

still being able to use prior knowledge in some way.

2.2.5 Time Constraints

We are interested in learning on-line, while the robot is interacting with the world.

Although computers are continually becoming faster, the amount of computation that

we can apply to learning is limited. This is especially important when we are using

the learned control policy to control the robot. We must be able to make control

action choices at an appropriate rate to allow us to function safely in the world.

Although this time constraint does not seem like a great restriction, it precludes the

use of learning algorithms that take a long time to learn, such as genetic algorithms

[45]. Genetic algorithms could learn a good policy overnight, working on stored data.

However, for the purposes of this dissertation, we are interested in learning policies

as the robot interacts with the world.

A related issue is the total amount of time that it takes to learn a control policy.
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If it takes longer to learn a policy than it would take to explicitly design and conven-

tionally debug one with similar performance, the usefulness of learning is called into

question.

2.3 Related Work

The idea of applying learning techniques to mobile robotics is certainly not a new one.

There have been several successful implementations of learning on robots reported

in the literature. Mahadevan [60] summarizes a number of possible approaches to

performing learning on robots. He argues that robot learning is hard because of

sensor noise, stochastic actions, the need for an on-line, real-time response and the

generally limited amount of training time available. Mahadevan also identifies several

areas that learning could be profitably applied on a mobile robot. These area are

control knowledge, environment models and sensor-effector models. Although there

is currently much interest in all of these areas, especially in map-building and use,

we will concentrate on learning for control, since that is the principal focus of this

dissertation.

Pomerleau [81] overcame the problems of supplying good training data to learn

a steering policy for a small truck. A human driver operated the vehicle during the

training phase, with the learning system recording the observations and the steer-

ing actions made. These observation-action pairs were then used to train a neural

network. This side-stepped the problem of having to generate valid training data;

the system generated it automatically by observing the human driver. Most drivers

tended to stay in the middle of the road, however, leading to a poor sampling of

data points in certain parts of the observation space. Pomerleau overcame this by

generating additional training examples based on the those actually observed and a

geometric knowledge of the sensors and environment. Although the system performed

very well, Pomerleau’s work assumes a detailed knowledge of the environment that

we do not have in this work.

One approach to robot learning is to attempt to learn the inverse kinematics of the

task from observation, then use this model to plan a good policy. Schaal and Atkeson

[91] use a non-parametric learning technique to learn the dynamics of a devil-sticking
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robot. They use task-specific knowledge to create an appropriate state space for

learning, and then attempt to learn the inverse kinematics in this space. They report

successful learning after less than 100 training runs, with the resulting policy capable

of sustaining the juggling motion for up to 100 hits.

In an extension of their previous work, Atkeson and Schaal [10, 90] use human

demonstration to learn a pendulum swing-up task. Two versions of this task were

attempted. The easier task is simply swinging the pendulum to an upright position.

The more difficult task is to keep the pendulum balanced in this upright position.

They describe experiments using both a detailed model of the system dynamics, as

well as a non-parametric approach. Both approaches were able to learn the easier of

the two tasks, with the parametric approach learning more quickly. However, on the

harder task, neither approach could reliably learn to perform the task reliably. For

the parameterized approach Atkeson and Schaal attribute this failure to a mismatch

between the idealized models being used and the actual dynamics of the system. For

the non-parametric approach, they suggest that the state space might not contain all

relevant inputs, and cannot cope with the hidden state introduced into the system.

They note that “simply mimicking the demonstrated human hand motion is not

adequate to perform the pendulum swing up task”, and that learning often finds a

reasonable solution quickly, but is often slow to converge to the optimal policy.

Other researchers have also explored the area of learning by demonstration. In

its most basic form, this results in a human guiding the robot through a sequence of

motions that are simply memorized and replayed. This is the preferred method for

many assembly and manufacturing tasks using manipulators. However, as Atkeson

and Schaal allude to, this is only useful if we know exactly what the robot must do

every time. This is fine for applications such as spot-welding, where the robot is simply

a repetitive automaton, but it is not adequate for more “intelligent” applications. An

alternative is to allow the robot to observe another agent performing the task, and to

learn a good control policy from that. This has become known as learning by imitation

and has been used for a variety of tasks, including learning assembly strategies in a

blocks world [55], the “peg-in-the-hole” insertion task [50], and path-following using

another robot as the demonstrator [36]. Bakker and Kuniyoshi [13] give an overview

of research in this area. One of the major problems with this approach is in mapping
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the actions of another agent (possible with a different morphology) to actions of the

robot’s own body.

One approach to overcome the difficulty in learning complex tasks is robot shaping

[38]. In this, the robot is started off close to the goal state, and begins by learning a

very simple, constrained version of the task. Once this is achieved, the starting state

is moved further from the goal, and learning is resumed. The task is made more and

more difficult in stages, allowing the robot to learn incrementally, until the actual

starting point of the task is reached. A summary of approaches to robot shaping is

given by Perkins and Hayes [80].

Learning based on positive and negative rewards from the environment is another

popular approach. Maes and Brooks [59] describe a six-legged robot that learns

to sequence its gait by associating immediate positive and negative rewards with

action preconditions. Mahadevan and Connell [61] give a detailed report of using

reinforcement learning techniques to train a real robot perform a simple box-pushing

task. The robot learns to perform better than a hand-designed policy, but is supplied

with a good a priori decomposition of the task and carefully trained on each sub-task.

Lin [56] also uses reinforcement learning with a neural network to learn a simple

navigation task. Asada et al. [7] uses discretization of the state space, based on

domain knowledge, to learn offensive strategies for robot soccer. Using reinforcement

learning on mobile robots is the main topic of this dissertation, and we will return to

the use of this technique in section 3.3.

2.4 Solutions

In this chapter, we have introduced some of the major problems that must be solved

before we can successfully implement a learning system on a real robot. The remain-

der of this dissertation offers some possible solutions to these problems. We begin

by introducing reinforcement learning, a learning paradigm that will enable us to

overcome the problems discussed in section 2.2.1.



Chapter 3

Reinforcement Learning

In this section we introduce reinforcement learning (RL), an unsupervised learning

paradigm that is well suited for learning on robots. RL techniques learn directly from

empirical experiences of the world. We begin by presenting the basic RL framework

and then discuss some popular algorithms and techniques.

3.1 Reinforcement Learning

The basic reinforcement learning model is shown in figure 3.1. It is similar to the

model in figure 2.1, except that it includes an additional input from the environment

to the learning agent. This is an immediate reward from the environment, repre-

senting a measure of how good the last action was. The model of interaction with

the environment is the same as before; the agent makes an observation of the envi-

ronment, ot, and selects an action, at. It then performs this action, resulting in a

transition to a new state, st+1, with its corresponding observation, ot+1 and a reward,

rt+1.

Our ultimate goal is to learn a policy, π : O → A, mapping observations to

actions. If we assume that the world is fully observable, i.e. ot = st, this is equivalent

to learning the policy π : S → A, mapping states to actions. In the real world,

we must often deal with hidden state, where a single observation maps to two (or

more) underlying states of the world. For clarity, we will ignore hidden state for the

moment, returning to it in section 3.5.

13
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Figure 3.1: The basic reinforcement learning model.

When learning control policies, we must be able to evaluate them with respect to

each other. In RL the evaluation metric is some function of the rewards received by

the agent. The most obvious metric, the sum of all rewards over the life of the robot,

∞
∑

t=0

rt,

is generally not used. For agents with infinite lifetimes, all possible sequences of

rewards would sum to infinity. This is not the case for agents with a finite lifetime,

however. In this case, the obvious metric turns into the finite horizon measure,

k
∑

t=0

rt.

This measure sums the rewards over some finite number, k, of time steps. Average

case,

lim
k→∞

1

k

k
∑

t=0

rt,

extends this extends this by using the average reward received over the whole lifetime

(or learning run) of the agent. The infinite horizon discounted measure,

∞
∑

t=0

γtrt,
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uses a discount factor, 0 ≤ γ ≤ 1, to give more weight to rewards that happen sooner

in time (and, thus, have a smaller value for t). If we set γ to be zero, then we obtain

the one-step greedy policy; the best action is the one that gives the greatest immediate

reward. Values greater than zero reflect how much we are concerned with actions that

happen further in the future. In this dissertation, we will be using an infinite horizon

discounted sum of rewards as our measure of policy optimality, mostly because the

theoretical aspects are better understood.

One justification for the infinite horizon metric is that if the future is uncertain

(if there is stochasticity in the environment), rewards that we may get in the future

should mean less to us that rewards the we do get now. The further into the future

the potential rewards are, the more uncertainty that they are subject to, and the

less weight they should have. An alternative interpretation of the infinite horizon

discounted measure is that it is the same as the finite horizon measure when we are

uncertain about where the horizon is. A discount factor of γ corresponds to a chance

of 1− γ of reaching the horizon on any given time step.

RL problems are typically cast as Markov decision processes (MDPs). In an MDP

there is a finite set of states, S, a finite set of actions, A, and time is discrete. The

reward function

R : S × A→ �

returns an immediate measure of how good an action was. The resulting state, st+1,

is dependent on the transition function

T : S × A→ Π (S)

which returns a probability distribution over possible next states. An important

property of MDPs is that these state transitions depend only on the last state and

action. This is known as the Markov property.

The problem, then, is to generate a policy, π : S → A, based on these immediate

rewards that maximizes our expected long-term reward measure. If we know the

functions T and R then we can define an optimal value function, V ∗, over states:

V ∗ (s) = max
a

[

R(s, a) + γ
∑

s′

T (s, a, s′)V ∗ (s′)

]

.

This function assigns a value to each state which is the best immediate reward that

we can get for any action from that state added to the optimal value from each of
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the possible resulting states, weighted by their probability. If we know this function,

then we can define the optimal policy, π∗ by simply selecting the action, a, that gives

the maximum value:

π∗ (s) = arg max
a

[

R(s, a) + γ
∑

s′

T (s, a, s′)V ∗ (s′)

]

.

There are well-understood methods for computing V ∗ (such as value iteration and

policy iteration, see Sutton and Barto [98]), which lead to a simple procedure for

learning the optimal value function, and hence the optimal policy. First we learn (or

are given) models of the environment, which correspond to the T and R functions.

This lets us calculate the optimal value function, and from this the optimal policy.

However, learning good models often requires a large amount of data and might

be difficult in a potentially changing world. Instead of learning T and R, however,

we can incrementally learn the optimal value function directly. In the next section,

we describe three well-known algorithms that attempt to iterative approximate the

optimal value function.

3.2 Algorithms

The three algorithms that we present in this section learn value functions incremen-

tally, based on experiences with the world. These experiences are states, s, actions,

a, and rewards, r. All experiences are indexed with the time at which they occurred,

e.g. (st, at, st+1). All of the algorithms store their value functions in a tabular form

and assume discrete states and actions.

3.2.1 TD(λ)

Sutton’s Temporal Difference (TD(0)) algorithm [95] iteratively learns a value func-

tion for states, V (s), based on state-transitions and rewards, (st, rt+1, st+1). Starting

with a random value for each state, it iterative updates the value-function approxi-

mation according to the following update rule:

V (st)← (1− α)V (st) + α (rt+1 + γV (st+1)) .
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There are two parameters; a learning rate, α, and a discount factor, γ. The learning

rate controls how much we change the current estimate of V (s) based on each new

experience. The update rule can also be written in the following form, which better

shows its connections to the following two algorithms:

V (st)← V (st) + α (rt+1 + γV (st+1)− V (st)) .

A more general version of the TD(0) algorithm is TD(λ). In this the rule above

is changed to

V (st)← V (st) + α (rt+1 + γV (st+1)− V (st)) et (st) ,

and it is applied to every state, rather than just the one that was most recently

visited. Each state is updated according to it’s eligibility, et (st). All eligibilities start

out at zero and are updated on each time step according to

et (s) =







γλet−1 (s) if s 6= st

γλet−1 (s) + 1 if s = st

,

where γ is the discount factor, and λ is the eligibility decay parameter. This means

that eligibilities decay over time, unless they are visited (s = st), in which case, they

are incremented by 1.

TD learns the value function for a fixed policy. It can be combined with a policy-

learner to get what is known as an actor-critic or an adaptive heuristic critic system

[14]. This alternates between learning the value function for the current policy, and

modifying the policy based on the learned value function.

3.2.2 Q-Learning

Q-learning [111] learns a state-action value function, known as the Q-function, based

on experiences with the world. This function, Q(s, a), reflects how good it is, in

a long-term sense that depends on the evaluation measure, to take action a from

states. It uses 4-tuples (st, at, rt+1, st+1) to iteratively update an approximation to

the optimal Q-function,

Q∗ (s, a) = R (s, a) + γ
∑

s′

T (s, a, s)max
a′

Q∗ (s, a′) .
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Once the optimal value function is known, the optimal policy, π∗(s) can be easily

calculated:

π∗ (s) = arg max
a

Q∗ (s, a) .

Since the policy is fixed with respect to time, we can omit the time indexes.

The Q-values can be approximated incrementally online, effectively learning the

policy and the value function at the same time. Starting with random values, the

approximation is updated according to

Q (st, at)← Q (st, at) + α
(

rt+1 + γmax
a′

Q (st+1, a
′)−Q (st, at)

)

In the limit, it has been shown [111] that this iterated approximation for Q(s, a) will

converge to Q∗(s, a), giving us the optimal policy, under some reasonable conditions

(as as the learning rate, α, decaying appropriately).

3.2.3 SARSA

SARSA [88] is similar to Q-learning in that it attempts to learn the state-action value

function, Q∗(s, a). The main difference between SARSA and Q-learning, however, is

in the incremental update function. SARSA takes a 5-tuple, (st, at, rt+1, st+1, at+1),

of experience, rather than the 4-tuple that Q-learning uses. The additional element,

at+1, is the action taken from the resulting state, st+1, according to the current control

policy. This removes the maximization from the update rule, which becomes

Q (s, a)← Q (st, at) + α (rt+1 +Q (st+1, at+1)−Q (st, at)) .

Just like TD, SARSA learns the value for a fixed policy and must be combined with

policy-learning component in order to make a complete RL system.

3.3 Related Work

The reinforcement learning algorithms described above are the direct descendents of

work done in the field of dynamic programming [16, 19, 84]. More specifically, the

three algorithms presented above are closely related the Value Iteration algorithm

[16, 19], used to iteratively determine the optimal value function.
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TD(λ) was introduced by Sutton [95], and was proved to converge by several

researchers [77, 33, 105]. An alternative version of the eligibility trace mechanism,

where newly visited states get an eligibility of 1, rather than an increment of 1,

was proposed by Singh and Sutton [94]. Q-learning was first proposed by Watkins

[110, 111]. Eligibility trace methods, similar to those for TD(λ) were proposed by

Watkins [110], with a slightly different formulation described by Peng and Williams

[77, 79], although they have not been proved to be convergent in the general case.

Comprehensive comparison experiments between these two approaches were described

by Rummery [87]. SARSA is due to Rummery [88], and can also be formulated with

an eligibility mechanism.

Reinforcement learning techniques have had some notable successes in the past

decade. Two of the most notable are described here. Tesauro’s backgammon player

TD-Gammon [100, 99, 101]. used temporal difference methods, a very basic encod-

ing of the state of the board. A more advanced version employed some additional

human-designed features, describing aspects of the state of the board, greatly improv-

ing performance. Learning was carried out over several months, with the program

playing against versions of itself. TD-Gammon learned to play competitively with

top-ranked human backgammon players, and was considered one of the best players

in the world. Backgammon has a huge number of states, and Tesauro used value-

function approximation techniques (see section 4) to succeed where a table-based

approach would have been infeasible.

Crites and Barto used Q-learning in a complex simulated elevator scheduling task

[30, 31]. The simulation had four elevators operating in a building with ten floors.

The goal was to minimize the average squared waiting time of passengers. Again,

the state space was too large for table-based approaches to work, so value-function

approximation was used. The final performance was slightly better than the best

known algorithm, and twice as good as the controller most frequently used in real

elevator systems.

Other successful RL applications include large-scale job-shop scheduling [117, 118,

119], cell phone channel allocation [93], and a simplified highway driving task [65].

RL techniques have also been applied to robots for tasks such as box-pushing [61],

navigation tasks [56], multi-robot cooperation [64] and robot soccer [7]. Wyatt [116]
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discusses effective exploration strategies for RL systems on real robots.

Good introductions to reinforcement learning techniques can be found in the sur-

vey by Kaelbling, Littman and Moore [49], and in the book by Sutton and Barto

[98].

3.4 Which Algorithm Should We Use?

The three algorithms presented in section 3.2 have all been shown to be effective in

solving a variety of reinforcement learning tasks. However, there is a fundamental

difference between Q-learning and the other two that makes it much more appealing

for our purposes. The TD and SARSA algorithms are known as on-policy algorithms.

The value function that they learn is dependent on the policy that is being followed

during learning. Q-learning, on the other hand, is an off-policy algorithm. The learned

policy is independent of the policy followed during learning. In fact, Q-learning even

works when random training policies are used.

Using an off-policy algorithm, such as Q-learning, frees us from worrying about

the quality of the policy that we follow during training. As we noted in the previous

chapter, we might not know a good policy for the task that we are attempting to learn.

Using an on-policy algorithm with an arbitrarily bad training policy might cause us

not to learn the optimal policy. Using an off-policy method allows us to avoid this

problem. There are still potential problems, however, with the speed of convergence

to the optimal policy when using training policies that are not necessarily very good.

3.5 Hidden State

The description of RL, given above, assumes that the world is perfectly observable;

the robot can determine the true state of the world accurately. Unfortunately, this

is not the case in reality. Robot sensors are notoriously noisy, and give very limited

measurements of the world. With this sensor information, we can never be completely

sure that our calculation of the state of the world is accurate. This problem is known

as partial observability, and can be modeled by a partially observable MDP (POMDP).

The solution of POMDPs is much more complicated and problematic than that of
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MDPs, and is outside the scope of this thesis.

By limiting ourselves to MDPs, we are essentially ignoring the problem of hidden

state. However, we are using a robot in a real, unaltered environment which most

definitely does have hidden state. We cannot directly sense all of the important

features of the environment with the sensors that the robot has.

To allow us to get around the problem of hidden state, we assume that the robot

is supplied with a set of virtual sensors that operate at a more abstract level than the

physical sensors do. These virtual sensors will typically use the raw sensor readings

and specific domain knowledge to reconstruct some of the important hidden state

in the world. Examples of such sensors might be a “middle-of-the-corridor” sensor,

that returns the distance to the middle of the corridor that the robot is in, as a

percentage of the total corridor width. This virtual sensor might use readings from

the laser range-finder, integrated over time, along with geometric knowledge of the

structure of corridors. By supplying an appropriate set of such virtual sensors, we

can essentially eliminate the problem of hidden state for a given task.

The most obvious way to create these virtual sensors is to have a human look at

the task and decide what useful inputs for the learning system might be. For some

tasks, such as obstacle avoidance, this will be straightforward. However, in deciding

what virtual sensors to create and use, we are introducing bias into the learning

system. An alternative approach is to use learning to create virtual sensors. In its

most basic form, this consists of selecting a minimal useful set of the raw sensors to

use for a particular task. This is known as feature subset selection in the statistics

literature. There are several standard methods to find minimal subsets of features

(corresponding to sensors in our case) that predict the output (the action) well (see,

for example, Draper and Smith [39]). Many of these are based on linear regressions

and are only effective for relatively small amounts of data and a few features (sensors),

due to their computational expense.

Much of the feature selection work in the machine learning literature deals with

boolean functions. Example solutions include weighting each input and updating

these weights when we get the wrong prediction [57], employing heuristics to generate

likely subsets using a wrapper approach [5] and using information-theoretic principles

to determine relevant inputs [54]. Some work, such as that by Kira and Rendell [52],
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deals with continuous inputs but still requires the outputs to be binary classifications.

There seems to be little or no work dealing with continuous inputs and outputs that

is not directly derived from methods described the statistical literature.

There has also been some work looking at how to create higher-level features

from raw sensor data. De Jong [35] uses shared experiences between agents to learn a

grammar that builds on raw sensory input. The concepts represented by this grammar

can be seen as corresponding to high-level features that the agents have agreed upon

as being useful. Martin [63] uses genetic programming techniques to learn algorithms

that extract high-level features from raw camera images.

3.5.1 Q-Learning Exploration Strategies

Q-learning chooses the optimal action for a state based of the value of the Q-function

for that state. After executing this action and receiving a reward, the Q-function

approximation is updated. If only the best action is chosen (according to the current

approximation), it is possible that some actions will never be chosen from some states.

This is bad, because we can never be certain of having found the best action from a

state unless we have tried them all. It follows that we must have sort of exploration

strategy which encourages us to take non-optimal actions in order to gain information

about the world. However, if we take too many exploratory actions, our performance

will suffer. This is known as the exploration/exploitation problem. Should we explore

to find out more about the world, or exploit the knowledge that we already have to

choose a good action? There are a number of solutions to this problem proposed in

the literature.

Perhaps the simplest solution is known as “optimism in the face of uncertainty”.

Since Q-learning will converge to the optimal Q-function regardless of the starting

Q-value approximations, we are free to choose them arbitrarily. If we set the initial

values to be larger than the largest possible Q-value (which can be calculated from

the reward function), we encourage exploration. Imagine a particular state, s, with

4 possible actions. The first time we arrive in s, all of the values are the same, so

we choose an action, say a1, arbitrarily. That action causes a state transition and a

reward. When we update our approximation of Q(s, a1), the new value is guaranteed

to be smaller than the original, overestimated value. The next time we encounter
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state s, the three other actions a2, a3 and a4, will all have larger values than a1, and

one of them will be selected. Only when all of the actions have been tried will their

actual values become important for selection.

Another approach is to select a random action a certain percentage of the time,

and the best action otherwise. This is called an ε-greedy strategy, when ε is the

proportion of the time we choose a random action. The parameter, ε allows us to

tune this exploration strategy, specifying more (ε → 1) or less (ε → 0) exploration.

We may also change the value of ε over time, starting with a large value and reducing

it as we become more and more certain of our learned policy.

A third approach is similar to ε-greedy, but attempts to take into account how

certain we are that actions are good or bad. It is based on the Boltzmann distribution

and is often called Boltzmann exploration or soft-max exploration. At time t, action

a is chosen from state s with the following probability.

Pr (a|s) =
eQ(s,a)/τ

∑

a′

eQ(s,a′)/τ

The parameter τ > 0 is called the temperature. High temperatures cause all actions

to have almost equal probability. Low temperatures amplify the differences, making

actions with larger Q-values more likely. In the limit, as τ → 0, Boltzmann selection

becomes greedy selection. Systems typically start with a high temperature and “cool”

as learning progresses, converging to a greedy selection strategy when the Q-function

is well-known.

It is unclear whether one method of action selection is empirically better than

another in the general case. Both have one parameter to set, but it seems that ε is

conceptually easier to understand and set appropriately than τ .

3.5.2 Q-Learning Modifications

In this section, we cover some modifications and additions to the basic Q-learning

algorithm presented above. These are all intended to provide some improvement in

learning speed or convergence to the optimal policy.

The most basic modification is the attenuation of the learning rate. A common

practice is to start with a learning rate, α, set relatively high and to reduce it over
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time. This is typically done independently for each state action pair. We simply

keep a count, cs,a, of how many times that each state-action pair has been previously

updated. The effective learning rate, αs,a, is then determined from the initial rate by

αs,a =
α

cs,a + 1
.

The idea behind this is that as we gain more and more knowledge about a certain

state-action pair, the less we will have to modify it in response to any particular

experience. Attenuating α can cause the Q-function to converge much faster. It

might not, however, converge to the optimal function, depending on the distribution

of the training experiences. Consider the case where the training experiences can be

partitioned into two sets, E1 and E2, where E1 is the subset of “correct” experiences,

and E2 is the subset of “incorrect” ones caused, for example, by gross sensor errors.

Typically, |E1| >> |E2| and so, with enough training data, the policy calculated from

the data in E1 will dominate. If we see many data points from E2 before we see any

from E1, and we are attenuating the learning rate, we might converge to a non-optimal

policy. If we see enough points from E2, the learning rate for many state-action pairs

will be sufficiently low that when the data from E1 come in, they have little or no

effect. This sort of effect will also be apparent if the domain is non-stationary. If

the optimal policy changes over time, this method is not appropriate since, after a

sufficient amount of data, it freezes the value function, and the policy implied by it.

Dyna [96] is an attempt to make better use of the experiences that we get from

the world. The idea is that we record, for every state, all of the actions taken from

that state, and their outcomes (the next state that resulted). From this we can

estimate the transition function, T̂ (s, a, s′) and average reward for each state-action

pair, R̂(s, a). At each step of learning, we choose k state-action pairs at random from

our recorded list. For each of these pairs, we then update the value function according

to

Q (si, ai)← Q (si, ai) + α

(

R̂ (si, ai) + γ
∑

s′

T̂ (si, ai, s
′)max

a′

Q (s′, a′)−Q (si, ai)

)

Dyna has been found to reduce the amount of experience needed by a considerable

amount, although it has to perform more computation. In domains where computa-

tion is cheap compared to experience (as it is when dealing with real robots), this is

a good tradeoff.
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The main problem with Dyna is that it spends computation on arbitrary parts of

the state-action space, regardless of whether or not they are “interesting’. Two very

similar algorithms which attempt to address this problem are Prioritized Sweeping

[71] and Queue-Dyna [78]. Prioritized Sweeping is similar to Dyna, in that it updates

state-action pairs based on previously remembered experiences and learned models.

However, to focus attention on “interesting” state-action pairs, it assigns a “priority”

to each state-action pair.

Each time a backup (real or from memory) is performed on a state-action pair,

its priority, ps,a, is set to the magnitude of the change in its Q-value.

ps,a =

∣

∣

∣

∣

α
(

r + γmax
a′

Q (s′, a′)−Q (s, a)
)∣

∣

∣

∣

After each real iteration, we perform k steps of prioritized sweeping updates. We pick

the state-action pair with the highest priority and perform an update as in Dyna. This

will cause the priority of the pair to change. We then select the new highest priority

pair, and so on until we have performed k backups.

The effect of prioritized sweeping is to cause state-action pairs which undergo

large changes in Q-value to have high priority and receive more attention. Large

changes in Q-value probably mean that we do not have a very good approximation

of the Q-value for that pair. Note that, since we continually update the priorities for

each state-action pair, the attention is focused on successive predecessor states to the

most interesting one. Prioritized sweeping has been shown to be even more effective

in terms of actual experience required than Dyna in several domains. Queue-Dyna

works in a similar manner, ordering the list of state-action pairs to be processed by

Dyna.

In this chapter, we have briefly covered the three most common reinforcement learning

algorithms and selected one, Q-learning, on which to base our work. The following

chapter looks at an important extension to the algorithms presented here; the ability

to deal with multi-dimensional continuous state and action spaces.



Chapter 4

Value-Function Approximation

In the previous chapter we introduced reinforcement learning and described some

common algorithms for learning value-functions. We showed how Q-learning can be

used to learn a mapping from state-action pairs to long-term expected value. However,

all of the algorithms described assume that states and actions are discrete and that

there are a manageable number of them. In this chapter, we look at how to extend

Q-learning to deal with large, continuous state spaces where this is not the case.

4.1 Why Function Approximation?

In chapter 3, we discussed how Q-learning can be used to calculate the state-action

value-function for a task. This function can be used in combination with one-step

lookahead to calculate the optimal policy for the task. The methods presented all

assume that the Q-function is explicitly stored in a table, indexed by state and action.

However, it is not always possible to represent the Q-function in this manner.

When the state or action spaces become very large it may not be possible to

explicitly represent all of the possible state-action pairs in memory. If we can usefully

generalize across states or actions, then using a function approximator allows us to

have a more compact representation of the value function. Even if the state-action

space is small enough to be represented explicitly, it may still be too large for the

robot to usefully explore. To be sure that we know the best action from every state,

26
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we must try each possible action from every state more than once.1 If we assume

the state can change 50 times each second, then in one hour of experimentation we

can visit 180,000 state-action pairs. However, this state-change frequency is extremely

optimistic for a real mobile robot, which might have to physically move through space

to generate state transitions. Some of the transitions will lead to different states in

the continuous space that are not interesting (i.e., too close to each other to matter)

from the control point of view. Useful transitions, therefore, will be much slower

than the 50Hz suggested. It is also unlikely that state-action pairs will be visited

uniformly, so there will actually be much fewer than 180,000 unique pairs actually

observed by the learning system. Using a function approximator removes the need

to visit every state-action pair, since we can generalize to pairs that we have not yet

seen.

If the state or action spaces are continuous, we are forced to discretize them

in order to use a table-based approach. However, discretization can lead to the

inability to learn a good policy and an unmanageable number of states, as discussed

in section 2.2.2.

It is possible to discretize continuous spaces more cleverly, or to create new, more

abstract discrete states for the reinforcement learning system to use. For example,

Moore and Atkeson [72] attempt to plan a path from a start region to a goal region in

a multidimensional state space using a coarse discretization. When the planning fails,

they iteratively increase the resolution in the part of the space where the path planner

is having problems. Asada et al. [7] use specific knowledge of the robot soccer domain

to transform a camera image into one of a set of discrete states. The discretization

is based on the distance and relative orientations of the ball and goal and results in

a total of 319 discrete states. Although both of these approaches were successful, in

general it requires skill to ensure that the set of abstract states is sufficient to learn

the optimal policy.

1Recent work by Kearns and Singh [51] suggests that for a domain with N states, the near-optimal
policy can be computed based on O(N log N) state-action samples.
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4.2 Problems with Value-Function Approximation

Using a function approximator to replace the explicit table of Q-values seems to be

a reasonable solution to the problems outlined in the previous section. However,

there are several new problems to be overcome before we can take this approach with

Q-learning.

The convergence guarantees for Q-learning [111] generally do not hold when using

a function approximator. Boyan and Moore [21] showed that problems can occur

even in seemingly benign cases. The main reason for this is that we are iteratively

approximating the value-function. Each successive approximation depends on a pre-

vious one. Thus, a slight approximation error can quickly be incorporated into the

“correct” model. After only a few iterations, the error can become large enough to

make the learned approximation worthless.

A major problem with using a function approximator is that the state-action space

often does not have a straightforward distance metric that makes sense. Some of the

elements of the state-action vector refer to states and may reflect raw sensor values,

combinations of sensor values or abstract states. Others represent actions and may

refer to quantities such as speed, torque or position. Simply applying the standard

Euclidean distance metric to these quantities may not be very useful. Specific learning

algorithms will be affected by this to different extents, based on how heavily they use

an explicit distance metric. Nearest neighbor methods, for example, are very sensitive

to the distance metric. Other algorithms, such as feed-forward neural networks, will

be affected to a much lesser degree.

A related problem is the implicit assumption of continuity between states and

actions. If one point in the state-action space is close to another, by whatever distance

metric is being used, then they are assumed to be somehow similar, and therefore

have similar values. Although this is often true when we are dealing with continuous

sensor values, there may be cases where the assumption does not hold.

The more we know about the form of the value-function, the less data we need

to evaluate it and more compact our representation can be. For example, if we know

the parametric form of the function, the job of representing and approximating it

becomes almost trivial. However, we generally do not have such detailed knowledge

and are forced to use more general function approximation techniques. We discuss
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the criteria that such a function approximator must satisfy in the next section.

4.3 Related Work

Value-function approximation has a long history in the dynamic programming litera-

ture. Bertsekas and Tsitsiklis [20] provide an excellent survey of the state-of-the-art

in this area, which they refer to as neurodynamic programming (NDP), because of

the use of artificial neural networks as function approximators. However, this work

makes certain assumptions that mean it cannot be directly applied to our problem

domain. Bertsekas and Tsitsiklis explicitly state that NDP methods often require a

huge amount of training data, are very computationally expensive and are designed

to be carried out off-line [20, page 8].

In the reinforcement learning setting, Boyan and Moore [21] showed that value-

function approximation can case problems, even in seemingly easy cases. Sutton [97]

provided evidence that these problems could be overcome with a suitable choice of

function approximator, and by sampling along trajectories in the state space.

Despite the lack of general convergence guarantees, various approaches using gra-

dient descent and neural network techniques[12, 11, 82, 93, 100, 114, 118] have been

reported to work on various problem domains. TD with linear gradient-descent func-

tion approximation has been shown to converge to the minimal mean squared error

solution [33, 107].

Successful implementations using CMACs, radial basis functions and instance-

based methods have also been reported [69, 89, 97, 102]. The collection of papers

edited by Boyan, Moore and Sutton [23] also gives a good overview of some of the

current approaches to value-function approximation.

Gordon [46] has shown that a certain class of function approximators can be safely

used for VFA. Those function approximators that can be guaranteed not to exaggerate

the differences between two target functions can be used safely. That is, if we have

two functions f and g and their approximations, f̂ and ĝ,

∣

∣

∣f̂ (x)− ĝ (x)
∣

∣

∣ ≤ |f (x)− g (x)| .
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K Several common function approximators, such as locally weighted averaging, k-

nearest neighbor and Bèzier patches satisfy this requirement. Gordon defines a gen-

eral class of function approximators which he calls “averagers” which satisfy the

above condition, and are therefore safe for VFA. These have the property that any

approximation is a weighted average of the target values, plus some offset, q

f̂ (x) = k +
∑

i

βif (xi) .

A similar class of function approximators, called interpolative representations, was

defined by Tsitsiklis and Van Roy [106].

Although most approaches concentrate on using a function approximator to store

the value function, there has been some work on using variable-resolution discretiza-

tion methods. Variable Resolution Dynamic Programming [70] begins with a coarse

discretization of the state space, on which standard dynamic programming techniques

can be applied. This discretization is refined in parts of the state space that are

deemed to be “important”. The importance of a discretized region is calculated by

performing simulations of the task that pass though that state. Moore’s Parti-Game

algorithm [72] also starts with a coarse discretization of the state space. The algo-

rithm assumes the availability of a local controller for the system that can be used to

make transitions from one discretized cell to another. Shortest-path algorithms can

then be used to calculate a trajectory from the start state to the goal. A discretized

cell is split into several smaller cells when the original is too coarse to allow good

navigation through the environment. Parti-Game’s main failing is in its reliance on

local controllers, and the fact that it searches for any solution to a given task, and

does not try to find the optimal one.

Another related approach was proposed by Munos [75, 76] which again begins with

a coarse discretization of the state space and selectively refines this discretization. A

cell is split (or not), depending on its influence on other cells, as determined by the

dynamics of the system and the discount factor. Cells which have a high influence on

goal states tend to be split. This tends to result in many small cells along decision

boundaries in the state space. However, the approach assumes that we know the

dynamics of the system.

Although several successful implementations of VFA have been reported in the

literature, they all assume something that we cannot in our problem domain. For
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this dissertation, we assume that we have no explicit knowledge of the goal states,

local controllers are not available and we have no model of the system dynamics.

Although, however, one or more of these things will be present and can be used to

accelerate learning. For this work, we want to look at the “base case”, where none of

them are available. This will give us a lower bound on the sort of learning performance

that we can expect. We spend the rest of this chapter describing a value-function

approximation algorithm that avoids the assumptions made by much of the previous

work.

4.4 Choosing a Learning Algorithm

The basis of any value-function approximator is the supervised learning algorithm

used to actually represent the function. There are several requirements for such a

learning algorithm.

Incremental We are interested in on-line learning, so the algorithm must be capable

of learning one data point at a time. We should not have to wait until we have

a large batch of data points before training the algorithm.

Aggressive The algorithm should be capable of producing reasonable predictions

based on only a few training points. Since we are learning on-line, we want to

use the algorithm to make predictions early on, after only a few training points

have been supplied.

Confidence Estimates The predictions supplied by the algorithm are used to gen-

erate new training points for it. Any error in the original prediction quickly

snowballs, causing the learned approximation to become worthless. In addition

to providing a prediction for a query point, the algorithm should be able to

indicate how confident it is of this prediction. Predictions with low confidence

should not be used to create new training instances.

Non-destructive Since we will typically be following trajectories through state-

action space, the training point distribution will change over time. The algo-

rithm should not be subject to destructive interference or “forgetting” of old

values, in areas of the space not recently visited.
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We now list some popular choices for value-function approximators and discuss

their applicability to our domain in light of these requirements.

4.4.1 Global Models

If we know that the value function has a certain parametric form, then all that we have

to do is to estimate the values of these parameters. Traditional regression methods

[39, 68] seem like a good choice in this case. The methods are well understood and

are easily implemented. We can estimate prediction confidence through the use of

several standard statistics. One problem is that regression methods are performed

in batch mode, not incrementally, and can become computationally expensive as the

number of data points becomes large.

Stochastic gradient descent methods are a solution to the batch learning problem.

These methods use an estimate of the effects that parameter changes will have on the

prediction error to iteratively improve the parameter estimates. The partial derivative

of the prediction error with respect to the parameters, along with a learning rate, α,

is used to determine how much each of the parameters should be altered. Typically,

a rule such as

pi ← pi − α
∂E

∂pi

is used, where pi is one of the parameters and E is the error. However, these methods

can require many iterations and large amounts of training data in order to converge

to a good set of estimates.

For most problems, however, the form of the value function is not known. This

limits the usefulness of methods relying on global models.

4.4.2 Artificial Neural Networks

Artificial neural networks (ANNs) [48, 86] seem like a natural choice for value-function

approximation. They can model arbitrarily complex functions and can make predic-

tions efficiently once trained. However, they do not learn aggressively. It typically

takes many training examples, well distributed over the input space before ANNs

begin to make reasonable predictions. ANNs are also typically “black box” learners;
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new training data is incorporated into the model and then discarded. This means

that we cannot get a measure of the confidence in a given prediction.

ANNs also suffer from the problem of destructive, or catastrophic, interference

[66, 85]. Suppose that we learn the value function in one part of the state-action

space. We then move to another part of the space and continue learning there. If the

originally learned model is not valid in the new part of the space, it will be changed

so that it reflects the current training data. This will destroy our previously acquired

knowledge about the original part of the space, a phenomenon known as destructive

interference. Although there are methods for alleviating this problem [112], none are

foolproof. In general, since we are sampling from a trajectory through state-action

space (generated by the moving robot), such destructive interference could prove to

be a considerable problem.

ANNs have been used successfully as value-function approximators in several re-

inforcement learning systems [20, 93, 100, 118]. However, in all of these applications

learning is done off-line, training data is plentiful and well-distributed over the state

space and, in most cases, the experiences can be generated in arbitrary order, not

being constrained to follow trajectories though the state space. Under these condi-

tions, ANNs are a reasonable choice for value function approximation. However, in

our domain, these conditions are rarely (if ever) met.

4.4.3 CMACs

The Cerebellar Model Articulation Controller (CMAC) [2, 3, 4] is another algorithm

that has proven to be popular for value-function approximation work. The algorithm

splits the input space into a number of overlapping receptive fields, each with an

associated response. Any given input will lie within a small number of these fields,

known as the activated fields. The response of the CMAC to this input is simply the

average response of the activated fields. The sizes of these receptive fields determine

how aggressively the CMAC generalizes across the input space. Figure 4.1 illustrates

this with a simple CMAC with a two-dimensional input space and four receptive

fields. Point A lies only within field 2, so the output would be the response of that

field. Point B lies within two receptive fields (2 and 3), and the output is the average

of the responses of these fields. Finally, point C lies within all of the fields, so the
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Figure 4.1: A simple CMAC architecture.

output is the average of all of the responses.

Training is performed in CMACs by presenting an input, xi, and comparing the

predicted output, ŷi with the actual one, yi. The responses of all activated fields are

then changed according to

∆R = α (yi − ŷi) ,

where 0 < α < 1 is a learning rate that determines how aggressively we change to

match new examples.

The output for a particular point is simply the average of the responses of its

activated receptive fields, and this can never be greater than the largest response in

the CMAC. Since the responses are determined by the observed outputs, yi, they can

never be larger than those values (assuming we initialize the responses with some

small, random value). Thus, a CMAC behaves essentially like an averaging function

approximator, and therefore satisfies Gordon’s conditions [46] for a convergent value-

function approximation algorithm.

A similar algorithm, multivariate adaptive regression splines (MARS) [43] exists,

and can be trained without the gradient descent methods used by CMACs.
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4.4.4 Instance-Based Algorithms

Instance-based algorithms simply store their training data. When asked to make a

prediction, they use the stored points close (according to some distance metric) to the

query point to generate a suitable value. For example, the simplest instance-based

algorithm, known as 1-Nearest Neighbor [29, 32], returns the value of the stored point

closest to the query as a prediction. The computational load of these algorithms is

mostly borne during prediction, not during learning. These methods are often called

lazy learning algorithms since they postpone their work until it must be done.

Instance-based algorithms typically learn aggressively and are able to generate

plausible predictions after only a few training samples. They can also use their stored

data to estimate the reliability of a new prediction, and do not suffer from destructive

interference. However, they do suffer from the computational complexity of making

predictions. Since they typically compare the query point to all of the previously seen

training points, a naive implementation can have a prediction complexity of O(n) for

n training points. Added to this is the complexity of actually making the prediction

based on the stored points.

Despite their computational drawbacks, we have chosen an instance-based learning

algorithm as the basis of our value-function approximation scheme. In the next section

we describe this algorithm and then go on to show how its computational complexity

can be tamed.

4.5 Locally Weighted Regression

Locally weighted regression (LWR) [8, 9] is a variation of the standard linear regression

technique in which training points close to the query point have more influence over

the fitted regression surface. Given a set of training points, linear regression fits the

linear model that minimizes squared prediction error over the whole training set.

This implicitly assumes that we know the global form of the underlying function that

generated the data. LWR, on the other hand, only fits a function locally, without

imposing any requirements on the global form.
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The LWR learning procedure is simply to store every training point. Algorithm 1

shows how predictions are made for a given query point. The training and query

Algorithm 1 LWR prediction
Input:

Set of training examples, {(~x1, ~y1), (~x2, ~y2) . . . (~xn, ~yn)}
Query point, ~xq

Bandwidth, h
Output:

Prediction, ~yq

1: Construct a matrix, A, whose lines correspond to the ~xis
2: Construct a matrix, b, whose lines correspond to the ~yis
3: for each point (~xi, ~yi) do
4: di ← distance(~xi, ~xq)
5: ki ← kernel(di, h)
6: Multiply the ith lines of A and b by ki

7: Perform a linear regression using A and b to get a local model, f(~x)
8: return ~yq = f(~xq)

points are assumed to be pairs of real-valued vectors (~x, ~y). There is one real-valued

parameter for the algorithm, h, known as the bandwidth. The algorithm constructs

a matrix, A, just as in standard linear regression, where

A =


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

.

The rows of A correspond to the ~xis. Another matrix, b is also constructed, corre-

sponding to the ~yis,

b =



















y1
1 y2

1 . . . yq
1

y1
2 y2

1 . . . yq
2

...
...

. . .
...

y1
n y2

n . . . yq
n



















.

A standard linear regression would then solve Ax = b. However, LWR now goes

on to weight the points, so that points close to the query have more influence over
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the regression. For each data point in the training set, the algorithm calculates that

point’s distance from the query point (line 4). A kernel function is then applied to this

distance, along with the supplied bandwidth, h, to give a weighting for the training

point (line 5). This weighting is then applied to the lines of the A and b matrices. A

standard linear regression is then performed using the modified A and b to produce a

local model at the query point (line 7). This model is then evaluated that the query

point, and the value is returned.

In general, for an m-dimensional space, the bandwidth would actually be an m-

dimensional vector, ~h. This admits the possibility of a different bandwidth value for

each of the dimensions. In this dissertation, however, we assume that the bandwidths

for all dimensions are the same, ~h = {h, h . . . h}, and simply use the scalar h to

represent the bandwidth.

LWR calculates a new model for every new query point. This differs from stan-

dard regression techniques, which calculate one global model for all possible queries.

Although this allows LWR to model more complex functions, it also means that it is

significantly more computationally expensive than a single global regression. One way

to think about how LWR works is shown in figure 4.2. A standard linear regression

attaches springs between the data points and the fitted line. All of the springs have

the same strength, and the line shown in figure 4.2(a) is the result. This line is used

to answer all queries. Locally weighted regression, on the other hand, fits a new line

for each query. It does this by measuring the distance between the query point and

each data point, and making the strength of the springs vary with distance. Springs

closer to the query point are stronger, those further away are weaker, according to

the kernel function. This means that points close to the query have more influence

on how the fitted line is placed. This can be seen in figure 4.2(b), where the same

data points generate a different fitted line. This line is only used for the particular

query point shown. For another query, the spring strengths will be different and a

different line will be fit to the data.

Algorithm 1 uses two functions, one to calculate the distance from training points

to query points, and one to turn this distance into a weighting for the points. In the

following sections we look at these functions more closely, and then go on to discuss

why LWR actually works.
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Figure 4.2: Fitting a line with linear regression and locally weighted regression.
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Figure 4.3: Gaussian kernel functions with different bandwidths.

4.5.1 LWR Kernel Functions

The kernel function, used on line 3 of algorithm 1, is used to turn a distance measure

into a weighting for each training point. It is parameterized by a bandwidth, h,

which controls how quickly the influence of a point drops off with distance from ~xq.

A Gaussian,

kernel (d, h) = e−( d

h
)
2

,

is typically used, where d is the distance to the query point and h is the bandwidth.

Other kernel functions, such as step functions, are also possible. The only restrictions

on the form of kernel functions are

kernel (0, h) = 1

kernel (d1, h) ≥ kernel (d2, h) , d1 ≤ d2

kernel (d, h)→ 0, as d→∞
.

The actual shape of the kernel has some effect on the results of the local regression,

but these effects are typically small for a wide class of kernel functions [109]. We use

a Gaussian kernel because it has infinite extent, and will never assign a zero weight

to any data point. For kernel functions which go to zero, it is possible for all training

points to be far enough away from the query that they are all weighted to zero.

Figure 4.3 shows some example Gaussian kernels and their bandwidths. The

bandwidth is a measure of how smooth we think the function to be modeled is.

Its value has a significant effect on the outcome of the regression. Large bandwidths

produce very smoothed functions, where all of the training points have a similar effect
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Figure 4.4: Function used by Schaal and Atkeson.

on the regression. Small bandwidths tend towards nearest neighbor predictions. As

h → ∞ the local regression tends towards a global regression, since each training

point will have a weight of 1.

We now give an example to illustrate the effects of varying the bandwidth in LWR.

The function that we are attempting to learn is one used previously in work by Schaal

and Atkeson [92]. The function is shown in figure 4.4 and is given by

f(x, y) = max
{

exp
(

−10x2
)

, exp
(

−50y2
)

, 1.25 exp
(

−5
(

x2 + y2
))}

.

The function consists of two ridges, one narrow and one wider, and a Gaussian bump

at the origin. In all of the following examples, we use 500 training points drawn

from the input space according to a uniform random distribution. Figure 4.5 shows

the models learned with varying bandwidth settings. With very small bandwidths,

all points are assigned weights close to zero. This leads to instabilities in the local

regressions, and results in a poor fit. With large bandwidths the local regressions

take on the character of global regressions since every point is weighted close to 1.

Somewhere between these two extremes lies a good choice of bandwidth, where the

function is well modeled. Note that in figure 4.5 the function is never particularly

well modeled, partly because of the relatively small number of training points and

partly because the optimal bandwidth is not shown. Getting a good model of the

function hinges on finding this “best” bandwidth, and we will discuss this further in

section 4.7.2.
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Figure 4.5: LWR approximations using different bandwidth values.
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4.5.2 LWR Distance Metrics

LWR uses the distance from the query point to each of the training points as the

basis for assigning weights to those points. This means that the choice of distance

metric has a large effect on the predictions made. Typically, Euclidean distance is

used

distance (~p, ~q) =

√

√

√

√

n
∑

i=0

w2
i (pi − qi)2

where wi is a weight applied to each dimension. If this weight is 1, the standard

Euclidean distance is returned. This implicitly assumes that all elements of the

vectors being compared have ranges of approximately equal width. If this is not

the case, different weights can be used for each dimension. This is equivalent to

normalizing all of the ranges before computing the distance. The weights can also be

used to emphasize dimensions that are more important than others, and cause them

to have more effect on the distance calculation. It should be noted that this distance

metric is designed for continuous quantities does not deal well with nominal values.

An alternative distance metric is the Minkowski metric [15, pp 71–72], given by

distance (~p, ~q) =

(

n
∑

i=0

|xi − yi|r
)

1

r

.

Euclidean distance is simply the Minkowski distance with r = 2. The Manhattan,

or city-block, distance is Minkowski with r = 1. As r increases, points that are far

from each other (in the Euclidean sense) get further away. When viewed in terms

of kernel functions, as r increases, far away points are weighted closer and closer to

zero. Other, more complex, distance functions are also possible; Wilson [115, chapter

5] gives a summary in terms of instance-based learning algorithms.

For the work reported in this dissertation, we will use standard Euclidean distance

as our metric. Although it might not be the best metric in every case, we have

found empirically that it gives reasonable results. It also has the advantage of being

easily interpretable, which will proved to be useful when debugging and testing the

algorithms described in this section.
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Figure 4.6: Fitted lines using LWR and two different weights for extreme points.

4.5.3 How Does LWR Work?

How does LWR manage to focus attention around the query point and disregard

points that are far from it? A standard linear regression fits a line to a set of data

points by minimizing the squared prediction error for each data point,

n
∑

i=1

(yi − ŷi)
2 ,

where (xi, yi) is a training point, and ŷi is the prediction for that point. LWR applies

a weight, ki, to each of the training points based on their distance from the query

point. Points far away have smaller weights, points closer in have larger weights. This

means that we are now minimizing a weighted sum

n
∑

i=1

(wiyi − wiŷi)
2 = w2

1 (y1 − ŷ1) + w2
2 (y2 − ŷ2) + . . .+ w2

n (yn − ŷn) .

Points that have small weights will not play less of a part in the sum of errors, and

will thus have less effect on the final fitted line.

Figure 4.6 illustrates this with a simple example. There are five data points, (1, 2),

(4, 4), (5, 4), (6, 4), and (9, 2). The result of a standard linear regression, where all

points have the same weight, is the line y = 3.2. If weight the first and last points

half as much as the other three, the line changes to y = 3.714286. This reflects the

greater influence of the three middle points. Figure 4.7 shows how the intercept value

changes with the relative weights of the two extreme data points. With a weight of
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Figure 4.7: Intercept values of the line fitted with LWR as extreme point weight
varies.

zero, they are ignored. As their weight increases, the intercept of the fitted line gets

closer and closer to 2, as they dominate the other three points. Although LWR would

never weight distant points more heavily, this helps show the mechanisms at work.

4.6 The Hedger Algorithm

In this section we introduce Hedger, our algorithm for safely approximating the

value function. It is based on the LWR learning algorithm and on a modified version

of the Q-learning algorithm that was given in section 3.2.2.

Before we describe Hedger itself, we will first discuss some modifications to the

standard LWR procedure that our algorithm takes advantage of. Although LWR is

a good choice for value-function approximation, there are some serious drawbacks.

One is related to potential instabilities in fitting the regression model to the training

set. Another, and more serious, problem is that LWR requires a huge amount of

computation for even moderately large training sets, which must be repeated for

each query point. A third problem is due to the fact that we are trying to learn a

non-stationary function. We discuss our approaches to solving these problems in the

following sections.



45

4.6.1 Making LWR More Robust

There is a potential problem in simply applying algorithm 1 to fit a set of training

points. The algorithm uses the training points to construct a set of linear equations

which are then solved to calculate the local regression model. If we have many data

points far from the query point, many of the coefficients of these scaled equations

will be small. This can cause problems with numerical stability, and lead to less well-

fitting models. One way to alleviate this problem is known as ridge regression [39, 8].

Instead of solving the original system of equations AX = B, as in algorithm 1, we

construct another matrix, Z = ATA + ρI, where ρ is known as the ridge parameter.

When this parameter is zero, the solution of ZX = ATB is exactly the same as

that of the original system of equations. However, when ATA is close to singular,

adding in ρI, for non-zero ρ, typically improves the stability of the computation but

introduces a bias into the parameter estimation (since we are not solving the original

system of equations any more). Since such a bias is undesirable, we would like to use

ridge regression techniques only when we must. When we do use them, we would like

to use as small a ridge term as possible to minimize the amount of additional bias

introduced. This leads to Algorithm 2. The algorithm tries to fit a reliable surface

Algorithm 2 LWR prediction with automatic ridge parameter selection
Input:

Set of training examples, {(~x1, ~y1), (~x2, vecy2) . . . (~xn, ~yn)}
Query point, ~xq

Bandwidth, h
Output:

Prediction, ~yq

1: Assemble A and b and weight their lines, as in algorithm 1
2: ρ← 10−10

3: Z ← ATA
4: while Z cannot be factored do
5: Z ← ATA + ρI
6: ρ← 10ρ
7: solve ZX = ATB to get local model f (~x)
8: return ~yq = f (~xq)

to the data points, while introducing as little bias as possible. First, we assemble the

A and b matrices and weight their lines using the kernel function, as before (line 1).
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We then set the initial ridge parameter, ρ (line 2) and create a new matrix, Z, from

A (line 3). The z matrix is tested to see if it can be successfully factored. If Z is

close to singular, it cannot be factored and we must add in a ridge term.2 The initial

ridge term is small (line 2), and is gradually increased until we create a Z that can be

factored. At this point, we go ahead and complete the prediction as before (lines 7

and 8). This procedure ensures that we make a robust prediction, while at the same

time adding as little bias as possible. All future references to LWR in this dissertation

implicitly assume that we are using algorithm 2 to provide a robust fitted model.

The problem of the matrix ATA being singular is well known in the statistics

literature, generally resulting from the use of what is called “unplanned data”, where

the experimenter has no direct control over the specific data points being generated

(for example, see Draper and Smith [39]). There are a number of possible techniques

in the literature for dealing with the problem (of which ridge regression is one), but

they often involve the use of domain-specific knowledge or subjective input from the

statistician.

4.6.2 Making LWR More Efficient

The greatest drawback to using LWR as a value-function approximator is the com-

putational expense of making queries. Queries have a complexity of O(nd2 + d3),

for n training points and d dimensional inputs, and using the entire training set to

perform the prediction typically requires a massive amount of computation. However,

many of the data points used in the regression will have little effect, since they will

be far from the query point. If we are willing to tolerate a small additional predic-

tion error, we can simply ignore these low-influence points. Using only a small set of

influential training points to perform the prediction will greatly reduce the amount

of computation needed to make a prediction.

In order to select an appropriate subset of the training points to answer a given

query, we select the k points closest to the query point. This can be done simply, as

shown in algorithm 3. We compute the distances from the query point to each stored

training point, and select the k smallest ones.

Using the näıve implementation given in algorithm 3 means finding the k closest

2Factoring Z is a step in the process of solving the system ZX = AT B.
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Algorithm 3 LWR prediction with k nearest points

Input:
Set of training examples, {(~x1, ~y1), (~x2, ~y2) . . . (~xn, ~yn)}
Query point, ~xq

Set size, k
Bandwidth, h

Output:
Prediction, ~yq

1: for each point (~xi, ~yi) do
2: di ← distance(~xi, ~xq)
3: sort points (~xi, ~yi) by di

4: K ← k points with smallest dis
5: return ~yq = LWR prediction based on K and h

points has a complexity of O(n), since we must search through all n stored data

points. However, if we store the data points more cleverly, we can avoid having to

search through all of them to find those closest to the query point. We use a kd-

tree[18, 44, 69] to store our data for the nearest neighbor algorithm.3 A kd-tree is

a binary tree designed to hold multi-dimensional data. Each internal node of the

tree defines an axis-parallel hyperplane in the input space. Data points to the “left”

of this plane belong to that point’s left subtree, otherwise they belong to the right

subtree. The hyperplane is represented by a split dimension (representing which axis

the hyperplane cuts) and a split value (where it cuts the axis). In two dimensions,

the kd-tree divides the space into axis-parallel rectangles. The leaf nodes hold small

“bags” of data points. This differs from some implementations which store one data

point per node, both internal and leaf nodes.

Given a set of data points, and assuming identical training and testing distribu-

tions, it is possible to build an optimally-balanced kd-tree. However, since we are

interested in learning on-line, we are forced to construct the tree one point at a time.

The most straightforward approach simply finds the leaf node to which the new point

belongs and adds it to the bag for that node. We then perform a test to see if the

bag should be split into two smaller bags and a new internal node added to the tree.

Currently this decision is based on the size of the bag; once it exceeds a preset size

3The k in kd-tree is different from the k in k-nearest neighbor. The former refers to the dimen-
sionality of the data, whereas the latter refers to the size of the set used to make a prediction.
Unfortunately, both are in common use.
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limit, it is split. Algorithm 4 shows the insertion procedure in detail. Line 3 checks

Algorithm 4 kd-tree insertion
Input:

Data point, (~x, ~y)
kd-tree, T

1: if T is a leaf node then
2: add (~x, ~y) to the bag of data
3: if the bag contains too many points then
4: replace T with return value of splitting algorithm
5: else
6: if ~xs < vs then
7: insert (~x, ~y) in left subtree
8: else
9: insert (~x, ~y) in right subtree

to see if the number of points in the bag of data exceeds the preset limit. If it does,

the data in the bag are split between two new nodes, using algorithm 5. The test at

Line 6 compares the element of ~x in the split dimension, s, with the split value, vs.

If ~xs < vs, the point is to the “left” of the splitting plane and is recursively inserted

in the left child. Otherwise it is inserted in the right child. Leaf node splitting is

performed by Algorithm 5. The choice of split dimension and value is critical for a

Algorithm 5 kd-tree leaf node splitting
Input:

kd-tree leaf node L
Output:

New kd-subtree, T
1: create a new internal node, I
2: create two new leaf nodes, Ll and Lr

3: set Ll and Lr to be the left and right children of I, respectively
4: set split dimension and value
5: for all points, (~xi, ~yi) in L do
6: insert (~xi, ~yi) into I
7: return I

well-balanced tree. However, since we are incrementally building the tree we must

use heuristic methods. Ideally, we would like the leaf nodes in our kd-tree to contain

data points that are close to each other in the input space. This will typically make
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Figure 4.8: kd-tree lookup complications.

the lookup procedure more efficient. Since leaf nodes cover hyper-rectangular areas

of the input space, we would like them to be as “square” as possible. This will tend

to minimize the distances between points owned by a given leaf node. In order to

accomplish this, we select the dimension that has the most spread out points (within

the node to be split) and split it at the mean of the values in the split dimension. It

should be noted that there are other methods of incrementally building such trees that

guarantee to maintain balance (for example R-trees [47]). We have found, however,

that the simple heuristic presented here is sufficient for our purposes.

There is one case in which algorithm 5 will fail. If all of the points in the node

being split are exactly the same, any choice of splitting dimension and value will

result in all of the points being assigned to the same the new child nodes. In this

case, we do not perform the split. Instead, we increase the number of points allowed

in the node that was to be split, and store the new point there.

To find the closest point to a query using a kd-tree, we first find the leaf node

that owns the query point. We then compare each of the points in that node with the

query point and return the closest. However, there is a problem with this approach.

As illustrated in Figure 4.8, it is possible for a point outside of the leaf node to be

closer than any inside it. The query point (black dot) is owned by node B. The closest

point inside node B is further away than a point in node A. Thus, we need to search

node A in addition to node B in order to be sure that we really have the closest point.

We accomplish this by keeping track of the distance to the closest point found so

far, dclose. If we draw a circle around the query point with a radius of dclose, then

we need only consider nodes that intersect this circle. As we find points closer and

closer to the query point, the size of this circle will shrink. Eventually, the circle
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will be totally contained within the area owned by nodes that have been visited. At

this point, no further search is necessary. This essentially amounts to performing a

depth-first search, guided by the query point, terminating when there is no possibility

of finding a training point closer to the query than the current one. This procedure,

in its most basic form, is shown in algorithm 6. We first call the algorithm with a

Algorithm 6 kd-tree lookup
Input:

kd-tree, T
Query point, ~xq

Closest point, (~x, ~y)
Closest distance, dclose

Output:
Closest stored point, (~x, ~y)

1: if T is a leaf node then
2: find closest point to ~xq in data bag, (~xc, ~yc)
3: if dist(~xq, ~xc) < dclose then
4: (~x, ~y)← (~xc, ~yc)
5: dclose ← dist(~xq, ~xc)
6: else
7: if ~xq belongs to left subtree of T then
8: perform lookup in left subtree of T
9: perform lookup in right subtree of T

10: else
11: perform lookup in right subtree of T
12: perform lookup in left subtree of T
13: if no possible closer points then
14: return (~x, ~y)

null closest point and dclose =∞ on the root node of the kd-tree. It then recursively

walks down the tree until it reaches a leaf node. At this point, it finds the closest

point contained in the leaf node and makes a note of it. We then begin to unwind the

recursion, examining the branches of the tree that were not originally taken, operating

in the same way as depth-first search. This process continues until the circle centered

on the query point, with a radius of dclose lies completely within the current node. At

this point, we terminate and return the closest point.

A simple extension to algorithm 6 allows us to collect the k nearest points to the

query. We keep an ordered list of the k nearest points found so far, and set dclose to
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Figure 4.9: Hidden extrapolation with LWR.

be the distance to the furthest point in this set.

Other speedups are also possible, where models are precomputed and the results

stored in nodes of the kd-tree. For example, Moore, Schneider and Deng [74] store the

results of regressions over subtrees, ATA and AT b, in the root node of that subtree,

combining them when a prediction is needed.

4.6.3 Making LWR More Reliable

The final problem with LWR that we need to address is what is known in the statistics

literature as hidden extrapolation [17]. Regression models are fitted to minimize error

on their training set and are only valid for the area of input space covered by that set.

They can only be trusted to interpolate between training points, not to extrapolate

beyond them. Figure 4.9 gives an example of the dangers. The local regression was

trained on points in the range 0 to 5. In this range, the prediction is very close to

the actual curve. However, once we leave this region the prediction quickly diverges

from the actual curve.

One solution to this problem is to construct a convex hull around the training data

and to only answer queries that lie within this hull. The intuition behind this is that

queries with the hull will be supported by the training points. However, constructing

the convex hull of a set of n points in d dimensional space can be computationally

expensive, especially when d is large. De Berg et al. [34] give a randomized algorithm

with an expected running time of Θ
(

nbd/2c
)

, and the best known algorithm, due to

Chan [25] runs in O
(

n log f + (nf)1−1/(bd/2c+1) logO(1) n
)

time, where f is the number

of faces in the convex hull. For n points in d dimensions, d+ 1 ≤ f ≤ n.
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Figure 4.10: Two-dimensional elliptic hull.

Instead of calculating the exact convex hull around the training points, we can

calculate an approximate one instead. Cook [27] calls this structure the independent

variable hull (IVH) and suggests that the best compromise of efficiency and safety

is a hyper-elliptic hull, arguing that the expense of computing more complex hulls

outweighs their predictive benefits. Determining whether a point lies within this hull

is straightforward. For a matrix, X, where the rows of X correspond to the training

data points, we calculate the hat matrix

V = X(XTX)−1XT .

An arbitrary point, ~x, lies within the hull formed by the training points, X, if

~xT (XTX)−1~x ≤ max
i
vii

where vii are the diagonal elements of V . This quantity represents a weighted measure

of the query point’s distance to the center of mass of the training points. The closer to

this center the point is, the more we can trust its predicted value. Figure 4.10 shows

the hull around a set of two-dimensional points. The computational complexity of

calculating the approximate elliptic hull is O(n3), and O (d2) for determining whether

a given point is within the precalculated hull.
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There are many plausible solutions to the problem of hidden extrapolation. Look-

ing at the closest training point to the query, or calculating the local density of training

point are two possibilities. For our purposes, however, using the IVH removes the

need for a pre-set threshold. A query point is either within the hull, or outside of it.

Any queries within the convex hull (the shaded area in figure 4.10) can be trusted;

those outside cannot. If we are willing to add a “don’t know” answer to our LWR

function approximator, we can greatly improve the overall quality of the predictions.

When the k nearest points are collected for the LWR prediction, if the query point

falls within the elliptic hull that they define, everything proceeds as normal. If the

query is outside of the hull, then we return a “don’t know” answer.

There are situations when using any convex hull will not be sufficient, however.

Figure 4.11 illustrates one such situation, with an approximate elliptic hull. The data

points are arranged in a “C”-shaped region. Drawing a hull around them includes

the empty space within the “C”. This is dangerous, since we have no data for this

area and cannot safely make predictions for queries within it. If we were to fit a more

complex hull around the data points, we could avoid this particular instance of the

problem, but it would be easy to find another. In general, using an hyper-elliptic hull

is regarded as the best tradeoff between computational expense and prediction safety
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[27].

4.6.4 Putting it All Together

In this section we describe Hedger, our value-function approximation algorithm.

It is based on LWR, augmented with the improvements presented in the previous

sections, and a modified version of the Q-learning algorithm presented in section 3.2.2.

Algorithm 7 shows the basic Hedger prediction algorithm. States and actions are

Algorithm 7 Hedger prediction

Input:
Set of training examples, S
State, s
Action, a
LWR set size, k
LWR bandwidth, h

Output:
Predicted Q-value, qs,a

1: ~x← (s, a)
2: K ← closest k training points to ~x
3: if we cannot collect k points then
4: qs,a = qdefault

5: else
6: construct an IVH, H, using points in K
7: if ~x is outside of H then
8: qs,a = qdefault

9: else
10: qs,a = LWR prediction using ~x, K, and h
11: if qs,a > qmax or qs,a < qmin then
12: qs,a = qdefault

13: return qs,a

assumed to be real-valued vectors. We begin by concatenating the state and action

vectors into a compound query vector, ~x (line 1). We then find the k closest points

to ~x in the training set S (line 2). If we cannot collect k points (perhaps because

it is early in learning), we return the default Q-value. Otherwise, we construct an

IVH around these closest points, and test the compound query point against it. If

the query is outside of the hull, we do not risk a prediction and return a default

Q-value. If the point is within the hull, we go ahead and make an LWR prediction as
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normal (line 10). If the predicted value is outside of the possible limits for Q-values,

then we assume that something has gone wrong and return the default Q-value. The

Q-value limits are calculated by the Hedger training algorithm (shown below), and

are based on the rewards observed and the discount factor. Only if there are enough

training points, the compound query point is within the hull and the predicted value

is within the acceptable limits, do we return the actual prediction.

Algorithm 7 is designed to make conservative predictions. If there is any doubt

about the ability to make a prediction for a given state-action pair, it will return the

default Q-value.

Algorithm 8 gives the Hedger training algorithm. The algorithm keeps track

Algorithm 8 Hedger training
Input:

Set of training examples, S
Initial state, ~st

Action, ~at

Next state, ~st+1

Reward, rt+1

Learning rate, α
Discount factor, γ
LWR set size, k
LWR bandwidth, h

Output:
New set of training examples, S ′

1: update qmin and qmax based on rt+1 and γ
2: ~x← (st, at)
3: qt+1 ← best predicted Q-value from state st+1, based on S and k
4: qt ← predicted Q-value for st and at, based on S and k

K ← set of points used in prediction
κ← corresponding set of LWR weights

5: qnew ← α (rt+1 + γqt+1 − qt) + qt
6: S ′ ← S ∪ (~x, qnew)
7: for each point, (~xi, qi), in K do
8: qi ← ακ (qnew − qi) + qi
9: return S ′

of the maximum and minimum possible Q-values, based on the rewards that have

been observed (line 1). We keep track of the maximum and minimum values of the

observed rewards. The maximum possible Q-value can then be calculated using the
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geometric sum-to-infinity
∞
∑

t=0

γtrmax =
rmax

1− γ .

If we assume that we get the maximum observed reward at each time step, then the

maximum possible Q-value (under our discounting scheme) is

Qmax =
rmax

1− γ .

The minimum value can be computed similarly. These limits on the Q-values are

used by algorithm 7. We can tighten these bounds somewhat if we know that the

number of steps that we can take is bounded. If we know that we will take at most

n steps in any given episode, then the maximum Q-value can be given by

Qmax =
n
∑

t=0

γtrmax = rmax
γn+1 + 1

1− γ .

The values for rmin and rmax can either be supplied ahead of time (if we have

knowledge of the reward function), or updated as new experiences become available.

If the values are updated during learning, care must be taken to set the default Q-

value appropriately. If, for example, the default Q-value is 0 and rmin = 1, early

(legitimate) predicted Q-values will be less than Qmin. If the default value were used

in this case, the correct value would never be learned. The default Q-value must lie

between Qmin and Qmax. The check was originally designed for the case where the

default Q-value is 0, and the reward function is only non-zero in certain “interesting”

areas of the state-action space.

Line 3 calculates the best Q-value possible from the next state, st+1. When using

a tabular representation for the value function and discrete actions, this is a simple

procedure. The values for each action would be compared, and the best selected.

However, when dealing with value-function approximation and continuous actions, it

becomes a much more complex problem. We will defer discussion of how Hedger

performs this maximization until section 4.8. For now, we simply assume that a

procedure exists to efficiently find the best current approximated Q-value for any

given state.

Next, we find an approximation for the value of the current state and action,

(st, at), using algorithm 7. In addition to the actual prediction, we also record the set
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of training examples used to make the prediction and their associated weights in the

LWR calculation (line 4).

With the value of the current state-action pair, qt, and the best possible value from

the next state qt+1, we can calculate the new value. Line 5 implements the standard

Q-learning update from section 3.2.2. Once the new value has been calculated, the

new training point, (~x, qnew), is added to the set of training points (line 6).

The algorithm then uses a heuristic method to ensure smoothness in the value-

function approximation (lines 7 and 8) in the face of a non-stationary target function.

We take all of the points that were used to make the prediction for the current state-

action pair, and update their values to be closer to the new point that we just added.

The amount that each point is updated is proportional to its weight in the LWR and

also to the learning rate.

Since we are updating our representation iteratively, points added to the training

set early on will have “old” values associated with them. If we add a new point in the

midst of such old points, a local model will mostly reflect the old values, even though

we know that they are out-of-date. By updating all of the points in the region of the

new point, we are attempting to bring their values closer to that just added, which

(hopefully) will be closer to the true value.

Updating points in such a way makes implicit assumptions about the smoothness

of the value function. We scale the with the weights used in the LWR procedure.

These, in turn, are generated as a function of the LWR bandwidth, h. The selection

of h represents our beliefs about the smoothness of the value function.

4.7 Computational Improvements to Hedger

The previous section described the basic Hedger algorithm. We now go on to

describe some important computational improvements that we have introduced to

make Hedger faster and more robust.

In addition, the current implementation of LWR could be improved and made

more efficient by employing more caching (for example, using the methods of Moore,

Schneider and Deng [74]), or by employing Singular Value Decomposition (SVD)

techniques in the actual regression.
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4.7.1 Limiting Prediction Set Size

One of the parameters to algorithms 7 and 8 is k, the number of training points on

which to base the LWR prediction. By setting k to be less than the total number

of training points we reduce the amount of computation needed to learn the local

model. The smaller that k is, the cheaper the local model is to calculate. It is easy to

get a lower bound on k, based on the type of model we are trying to fit. In general,

we need at least one data point for each parameter that we are trying to estimate.

In the case of locally linear models this is one more than the sum of the state and

action dimensions.

It is harder, however, to get a good upper bound on k. In general, we would

like k to be as large as possible. This will include more training data points into

the calculation and make the fitted model less susceptible to over-fitting. Often, an

arbitrary number is chosen for k, based on previous experience. If the bandwidth, h,

is small, then it is possible that several of the k points will get a weight that is close

to zero, especially if the training data is sparse. This means that these points will

play little part in the local regression, and can safely be left out of it. We can define

a threshold, κ which is the lowest weight a point can have in the local regression.

Using a Gaussian kernel, this means that

e−( d

h
)
2

≥ κ.

We can translate this requirement into a maximum distance from the query point

that we will consider

d ≤
√

h2 log κ.

If a point is further than this distance from the query point, then it will not be added

to the set of points on which the local regression is based. A simple modification to

algorithm 7 is all that is needed to implement this.

There is an additional benefit of using this modification. If the closest training

points are relatively far away, but still surround the query point, the prediction will

not be stopped by the IVH calculation. This might lead to poor predictions, since

there is no support for a model at the query point. However, if we reject points that

are too far away based on their weights, the algorithm will recognize that there is

insufficient data to make a prediction, and the default value will be returned.
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4.7.2 Automatic Bandwidth Selection

As we noted in section 4.5.1, the choice of an appropriate bandwidth, h, is crucial to

the success of LWR. Often a suitable value for h is chosen according to some heuristic,

or on the basis of experience. Wand and Jones [109] give several heuristic methods for

the selection of good bandwidths when modeling functions of one variable, f :
� → �

.

However, when modeling functions of more than one variable, there appear to be no

such heuristics.

One empirical way to find a good bandwidth is to conduct leave-one-out cross-

validation (LOOCV) experiments. For each point in the training data, we remove

that point, and then try to predict it from the rest of the data. By performing an

exhaustive search over all likely bandwidths, we can find the one that is best for each

point. To find the best overall bandwidth, we simply sum the mean squared errors

(MSE) for each point for a given bandwidth. Comparing these sums will allow us to

find the bandwidth that minimizes the total MSE.

It is unlikely, however, that a single bandwidth will be the best for all parts of

the state-action space. To accommodate this, we can modify the kd-tree structure

to associate a “best” bandwidth with every stored training point. When we make

a prediction, we use the bandwidth associated with the training point closest to the

query. As new data points are added, we continually update our bandwidth estimates

by performing new cross-validation experiments.

There are two problems with this approach. By finding the best bandwidth for

each individual training point, we risk over-fitting. Typically, this will result in band-

widths that are too small, and do not generalize well to new query points. This prob-

lem is eclipsed by the computational complexity of performing the cross-validation

experiments, however. Ideally, we would like to update all bandwidth estimates ev-

ery time a new training point is added. This is simply not feasible. Performing an

exhaustive search over bandwidths for each training point in even a moderately-sized

set would be staggeringly expensive.

We address the problem of over-fitting by grouping the training points into small

sets and assigning a good bandwidth for the whole set. These sets correspond to the

leaf nodes of the kd-tree structure, described above. We perform LOOCV experiments

for each candidate bandwidth, and choose the one that minimizes the MSE for the
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Figure 4.12: Typical relationship of MSE to bandwidth for LWR.

entire leaf node. This allows us to define the bandwidth to be a piecewise constant

function over the state-action space.

The main problem, however, is the expense of LOOCV experiments. To reduce

this as much as possible, we would like to avoid testing more candidate bandwidths

than we strictly have to. Figure 4.12 shows the typical relationship between band-

width and MSE for a local regression. Instead of sampling each possible bandwidth,

we can exploit this relationship and use a more powerful minimum-finding algorithm.

We use Brent’s method [24, 83]. This method typically involves the testing of on the

order of 10 candidate bandwidths for each leaf node.

Additional improvements can be made at the expense of quality. Instead of up-

dating the bandwidth estimates after the inclusion of each new data point, we can

wait until a number have arrived. If we wait for n new points, then we reduce the

amount of computation by approximately n times. However, between updates, our

estimates may not be accurate, since the new data might have caused them to change,

had we actually done a new estimation. We can also only update the estimates in the

leaf nodes into which new data has been placed. Again, this will cause our estimates

to be biased, since adjacent nodes will also be influenced by the new data. A less

extreme optimization is to only update nodes that are close enough to the new data

to be affected by it, according to the current bandwidth estimate.

All of these optimization methods implicitly assume that the bandwidth estimates

will change slowly with new data points. Deferring the estimation of bandwidths

should not cause too many problems in this case. Since the estimates would only be

changing slowly in any case, the amount of error accumulated by not incorporating
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a a small number of new data points will be small. In practice, we have found that

all of these optimizations have little effect on the overall performance of the system.

4.7.3 Limiting the Storage Space

One of the major drawbacks to using instance-based learning methods is that all of

the training points need to be stored. If the learning system designed to operate

for an extended period of time, this could result in serious performance problems.

To make any of the algorithms described in this section efficient, all of the data

must be present in memory. If we are forced to swap data back and forth from

disk, performance will be unacceptably slow. The effects of this might be alleviated

somewhat by being clever about how the tree is stored in memory, to take advantage

of predictive pre-fetching methods. However, this is unlikely to make the problem go

away.

Even if we can keep all of the training points in memory, we still have to search

through them. Although searching with a kd-tree is relatively efficient, the time taken

will still scale with the number of data points that are stored.

One possible solution is to selectively edit the points that are actually stored.

Points that are redundant can often be removed from memory with little effect on

the prediction quality. A point is redundant if it can be predicted sufficiently well

by its neighbors. Thus, we can perform cross-validation experiments to thin out

the stored points. However, such experiments can be computationally expensive to

perform. Another alternative is to use a method similar to the one proposed by Moore

and Lee, which stores sufficient statistics of the tree entries [73]. This allows large

portions of the tree to be reconstructed without having to store them.

4.7.4 Off-line and Parallel Optimizations

Modern mobile robots are often capable of carrying more than one CPU or computer

system onboard. They are also frequently connected to external computing resources

over a wireless network link. Even if they are not, then there are often periods of

time when the processor is not being utilized to its full for control or learning.

We can take advantage of this spare computational power, in whatever form it
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is present, by performing off-line and parallel optimizations on the data structures

that we are using. One of the main performance problems with Hedger is that

it constructs the kd-tree incrementally, as the data become available. This will al-

most certainly not lead to an optimal tree structure. One obvious optimization is to

rebalance the kd-tree optimally when it is not being used.

This rebalancing can be done even when the original tree is being used, at the cost

of a slight loss of efficiency and optimality. When we decide that he tree needs to be

rebalanced, it is frozen and no more additions or changes are allowed to be made to

it. A copy of the tree is then sent to the rebalancing process. If new data points need

to be added to the original tree before the rebalancing is complete, they are stored in

a new, temporary tree. This means that any queries must now involve lookup in two

trees. When the rebalancing is done, the rebalanced tree is copied over the original

one, and the data in the temporary tree are added in incrementally.

Operations such as automatic bandwidth selection, described in section 4.7.2, are

also excellent candidates for offline, or parallel computation. Some care has to be

taken when adding new points to the tree while the parallel computation is being

carried out, so as not to invalidate its results. However, this is not a serious problem,

especially considering the amount of “free” computation that can be harnessed.

4.8 Picking the Best Action

In tabular Q-learning, there is a maximization that occurs when picking the greedy

action, and when making backups. This simply involves looking at the values for

every action for a given state, and selecting the one with the largest value. However,

with continuous states and actions, the maximization is not longer trivial. In fact,

it becomes a general optimization problem, and one that must be solved efficiently,

since it will be used many times.

In order to make things efficient, we reduce the problem to that of a one-dimensional

search. If we have a state, ~s, and want to find the (one-dimensional) greedy action,

a, we create the compound vector, ~x = {~s, a} and use this to look up the Q-function

approximation using Hedger. Thus, since ~s is fixed, we can look at the Q-value as

a function only of a.
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We would like to minimize the number of function evaluations (corresponding to

Q-value lookups) that we perform, since these are relative expensive. There are many

algorithms that could be used to perform the optimization and find the best value of

a. Press et al. suggest that Brent’s method [24] is a good option if we can bracket

the likely value in some way. Brent’s method uses parabolic interpolation to find

maxima, and performs best when the function is close to a parabola. After some

experimentation, we decided to use a modified version of pairwise bisection [6] to cre-

ate this bracketing. Pariwise bisection uses non-parametric statistics to find maxima,

and has two stages. The first stage identifies the region that potentially includes the

maximum, based on a set of samples. The second stage finds the maximum within

that region. Our procedure is shown in algorithm 9. We begin by gathering a number

Algorithm 9 Finding the greedy action
Input:

Set of data points, (x1, y1), (x2, y2) . . . (xn, yn)
Initial set size, k

Output: Minimum point, (amax, vmax)
1: Collect k initial points, (a1, v1), (a2, v2) . . . (ak, vk)
2: Perform one pass of pairwise bisection on these points, producing

(at
1, v

t
1), (a

t
2, v

t
2) . . . (a

t
l , v

t
l )

3: Run Brent’s method on the points (at
i, v

t
i), producing the maximum point,

(amax, vmax)

of sample points. Using Brent’s method over all the initial data points, (xi, yi), often

resulted in locating a local maximum, and missing the action that we were actually

looking for. However, using pairwise bisection to identify a good bounding region for

Brent’s method gave very robust predictions. This is because, as Anderson and Moore

[6] note, “[the mechanism used by pairwise bisection] detects basin-like structures”

of the type that Brent’s method is designed to deal with. Experimentally, we found

that using only one pass of pairwise bisection’s sample reduction phase was enough

to provide a good bound for Brent’s method.



Chapter 5

Initial Knowledge and Efficient

Data Use

In chapter 4 we described Hedger, an algorithm for safely approximating value

functions. However, simply using Hedger in a straightforward implementation of

Q-learning is unlikely to work on a real robot. In this chapter we introduce JAQL,

a framework for reinforcement learning on real robots and discuss how it helps to

overcome the problems discussed in section 2.2.

5.1 Why Initial Knowledge Matters

Q-learning is capable of learning the optimal value function with no prior knowledge

of the problem domain, given enough experience of the world. However, “enough”

experience is often much more than can be reasonably gathered by a mobile robot.

The state space transitions that give Q-learning its experiences must be generated

by actual physical motions in the world. State observations must be generated by

measuring some aspect of the world with sensors. Both of these activities take a finite

amount of time, often fractions of a second. This means that we are fundamentally

limited in the amount of data that we can generate, especially if we want to perform

our learning on-line, as we are operating in the world.

We are also fundamentally limited by the number of training runs that we can

realistically hope to perform on a real robot. In addition to the fact that these

64
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experiments have to be run in real time (as opposed to simulations, whose speed is

limited only by the process that they are run on), we are also faced with problems

such as battery life and reliability of the robot hardware. With the robot described

in appendix B, experimental sessions cannot last more than about 6 hours at a time.

Thus, training data is at a premium when using a real mobile robot. Even more

so, good training data is at a premium. Good data are those experiences that allow

the learning system to add to its knowledge of the world. We are primarily interested

in environments where reward is sparse. For example, the robot might only get a

reward for reaching a target point, and nothing elsewhere. This means that only

experiences that lead to the goal state, or those that transitively lead to the goal

state allow the system to add useful information to the value function.

If we start with no knowledge of the world, then we are essentially forced to act

arbitrarily. If there are no rewards anywhere, except at the goal state, we must

encounter this state before we can learn anything about the world (at least in terms

of the Q-function). If we are taking arbitrary actions, this amounts to a random walk

through the state space. It is easy to show that, for state spaces of any realistic size

more than a few dimensions that such a random walk is extremely unlikely to reach

the goal state in a reasonable time.

If we can bias the learning system, especially in the early stages of learning, so

that it is more likely to find the “interesting” parts of the state space, we can greatly

increase the speed of learning. By “interesting”, we mean states that lead (possibly

transitively) to rewards or penalties and that are, therefore, useful in learning the

value function. However, there are several fundamental problems with supplying such

knowledge. How can we encode it efficiently (for us and for the learning system)?

How accurate must it be? What happens if it is completely wrong? We will address

these issues in this chapter.

5.1.1 Why Sparse Rewards?

Before going on to describe our approach to adding prior knowledge to the learning

system, our interest in sparse reward functions should be explained in more detail.

By “sparse reward function” we mean one where rewards are only supplied at a small

subset of the possible states. In all other states, a default reward of zero is given.
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An example of this sort of function for a corridor-following task might be to give a

reward of 10 for reaching the end of the corridor and 0 everywhere else.

Q-learning is quite capable of learning the optimal value function, and hence the

optimal policy, for such a task. However, the learning would be faster if the reward

function was more dense. By this, we mean if some non-zero reward was given at

every possible state. An example of this for the corridor task might be

R(s, a) = dw − de

where dw is the distance to the closest wall, and de is the distance to the end of the

corridor. Such a reward function provides much more detailed information after each

step, and allows the value function to be learned much more efficiently, since we do

not have to wait for seldom-encountered rewards to propagate back. Why, then, do

we not use a dense reward function in this dissertation?

There are two main reasons for using a sparse reward function. One is to make

things harder for our learning system. Intuitively, if we can construct a system that

is able to function effectively with sparse rewards, it will also be able to function

with dense ones. The converse is not necessarily true. A second, and perhaps more

compelling reason, is that sparse reward functions are easier to design than dense

ones. By simply assigning penalties to things that are bad for the robot(“hitting the

walls”, “moving slowly”) and rewards to things that are good (“reaching the goal”,

“moving quickly”), we can easily define a reward function. One of the goals of this

work is to make it easier for humans to have the robot learn good control policies.

Making the system able to deal with sparse rewards aids this goal.

Using sparse reward functions makes finding the reward-giving states by chance

harder. With no initial knowledge the expected time to reach a reward-giving state

can be shown to be exponential in the size of the environment [113], since path

followed can amount to little more than a random walk. Using directed exploration

strategies, however, can reduce this time to polynomial in the size of the state space

[53, 103]. These problems, however, are more severe in continuous spaces.
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5.2 Related Work

Lin [56] describes a system which is similar to JAQL. It uses teaching, experience

replay and learned models to speed up a reinforcement learning system implemented

on a real robot. However, the state and action spaces were discrete (and relatively

small) and the teaching instances were hand-crafted by a human programmer. These

instances were assembled from a knowledge of the state transition function and of

what it was important for the robot to learn. JAQL uses supplied policies, or user

direction, to generate trajectories through the state space, which correspond to Lin’s

teaching instances. They are not generated directly, but as a result of interaction

with the environment.

Somewhat closer to the teaching approach that JAQL takes, Maclin and Shavlik

[58] describe RATLE, an RL system that is capable of taking advice from a human

observer. The system attempts to learn to play Pengo [1], a simple discrete-state video

game. RATLE uses a neural network to map a discrete-valued multi-dimensional state

vector to the utility of each of nine possible actions. Advice is supplied by the human

observer in the form of rules and incorporated into the learner using the KBANN

algorithm [104]. This advice-giving can happen at any time and is initiated by the

observer. Adding advice to the system improves final performance. RATLE differs

from JAQL in that it incorporates the advice directly into the value function using

KBANN, rather than using it to generate example trajectories.

Utgoff and Clouse [108] developed a learning system that used a set of teaching

actions if the action that it selected resulted in a significant error. This differs from

RATLE in that it automatically determines when advice is needed. However, in

pathological cases, it might ask for advice on every step. A later system [26] takes

advice in the form of actions suggested by a teacher, supplied when the teacher thinks

that it is appropriate. Whitehead [113] uses a similar system, where the learner

receives rewards based on the optimality of the actions that it chooses in addition to

observing the actions chosen by a teacher.

Mahadevan et al. [62] describe LEAP, an apprentice system for digital circuit

design. LEAP observes and analyzes the actions taken by a human user and attempts

to learn how to decompose circuit modules into submodules. The system offers advice

about decomposition to a human user, based on what it has learned to date. LEAP
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is similar to JAQL in that it learns passively from observation, but differs in an

important respect. LEAP only offers advice, whereas JAQL must eventually take

control of the robot. Unlike JAQL, LEAP does not have an explicit learning phase.

It offers suggestions (initially based on supplied problem-reduction operators) that

can be ignored, so there is no penalty for bad suggestions. JAQL cannot afford to

make bad control decisions, however, and uses an explicit initial learning phase.

Our approach to bootstrapping the initial value function bears some similarity to

learning by imitation [13]. However, much of this work seems to involve learning a

control policy directly. Schaal [90] uses demonstrations to bootstrap information into

the value function. However, this only resulted in a significant benefit for a subset

of control problems (linear quadratic regulation problems). Using demonstrations to

learn dynamics models, and then using those models for Dyna-like updates to the

value function proved to be more robust. One reason for this is that learning the

dynamics model is easier, since it is a supervised learning problem. Atkeson and

Schaal [10] also conclude that learning dynamics models from observation can greatly

accelerate learning, and that simply copying demonstrated motions is not sufficient

to robustly perform the task.

Demonstration can be much harder, however, if the robot must map the actions

of another agent (possibly a human) onto its own body and locomotion system. We

get around this problem by directly guiding the robot itself, rather than having it

observe an external agent. This allows us to incorporate the human demonstrator’s

intuitions about the task and environment directly into the value-function approxi-

mation without having to worry about the body-to-body mapping problem. This is

especially true in the case of a human demonstrator directly controlling the robot

with a joystick to provide example trajectories.

Using example trajectories has a similar purpose to shaping [38] and Learning from

Easy Missions [7]. These attempt to make the learning problem easier by presenting

“simpler” problems in the early stages and building up to more complex problems. For

example, one might start the robot close to the goal state until it was able to robustly

get to the goal. Then it would be started from slightly further away, and allowed to

continue learning, and so on. The main idea is to make learning as incremental as

possible and to build on previously learned solutions. This is similar in intent to our
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Figure 5.1: The basic robot control model.

first phase of learning. After this phase, the robot should know about at least some

of the state space and can build its knowledge incrementally from this.

5.3 The JAQL Reinforcement Learning Framework

The standard robot control paradigm is shown again in Figure 5.1. The robot has a

supplied control policy, πs, which takes observations, o ∈ O, of the world as input,

and generates actions, a ∈ A, as output. The standard Q-learning implementation

simply replaces this control policy with a learning system. However, this approach is

subject to the problems discussed in section 5.1.

The JAQL framework splits learning into two phases. In the first phase, a learning

system is run in parallel with a supplied control policy. The learner operates passively,

building models from observation of the robot’s interactions with the environment.

Once these models are sufficiently well developed, the second phase of learning begins.

In this phase, the learned controller takes over control of the robot, and learning

proceeds more-or-less like standard Q-learning.

In the following sections, we describe the various elements of the JAQL framework

in more detail. We then show how they fit into the two learning phases.
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5.3.1 The Reward Function

Any reinforcement learning system needs a reward function. This is a (very) high-

level specification of the task, and it defines the value function that will be learned.

The robot typically has no direct access to the reward function and can only find out

about it by acting in the world. Although it may seem overly restrictive to deny the

learning system direct access to the reward function, there are good reasons to do so.

Reward functions are typically specified in terms of sensor inputs and robot internal

state, which the learning system could have access to. This does not have to be the

case, however. It is possible for the reward “function” to be a human observer, who

subjectively assigns rewards based on robot performance. In this case, there is no

coded function, and any models must be constructed empirically. However, if we do

have an explicit reward function and we allow direct access to it, the learning problem

becomes somewhat easier.

Reward functions can have two basic forms, dense and sparse. Dense functions

typically have the form

rt = f(ot, it), ∀o, i

where it is the internal state of the robot at time t. They specify the reward as a

(mostly) continuous function of observation and internal state. Although discontinu-

ities are possible, they are generally the exception rather than the rule. In contrast,

sparse reward functions have a form similar to

rt =



















1 if in a “good” state

−1 if in a “bad” state

0 otherwise

The specific reward values may vary and there may be different kinds of “good” and

“bad” states, but the the key is that the function is inherently discontinuous. The

reward is the same for large areas of the space, which means that there is no local

gradient information available. Only when a “good” or “bad” state is encountered

is meaningful reward received. This reward must then be correctly propagated back-

wards in order to correctly learn the value function.

Sparse reward functions are more difficult to learn a value function for than dense

ones. The gradient inherent in dense reward functions tends to give more leverage
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when learning the value function. However, sparse reward functions are easier for

programmers to design. They typically correspond to actual behavioral events, such

as completing a task or bumping into something. Dense reward functions are more

difficult, because the designer has to be aware what the function looks like in all parts

of the observation-action space.

5.3.2 The Supplied Control Policy

The reward function is, in theory, sufficient for us to learn the control policy from.

However, due to the problems discussed in section 5.1 this may take an unacceptably

long time on a real robot. To expedite the procedure, we supply the learning system

with an example control policy.

The purpose of the example control policy is to keep the robot safe during the

early stages of learning. While the robot is being controlled by the supplied policy,

the reinforcement learning system can gather information about the world and task.

By using the observations, actions and rewards generated, the learner can begin to

build a model of the value function.

It is crucial to note that we are not trying to learn the policy embodied in the

supplied control policy. For this to be a reasonable approach, we would already have to

know a good policy. If this was the case, then learning is redundant, as we discussed in

section 2.2.1. We are using the supplied control policy to generate trajectories through

the observation-action space. The observations, actions and rewards generated by

these trajectories are then used to bootstrap information into the value function.

This means that the supplied control policy can be arbitrarily bad and still be useful.

The supplied control policy can take two forms. It can be a standard robot control

program, written either as an attempt to accomplish the task to be learned, or to

explicitly explore the observation-action space. In this case, we assume that the

control program was written in a relatively short space of time, and is sufficient to

keep the robot from harm although it might not accomplish the task to be solved.

Another possibility is that the “policy” is actually a human guiding the robot.

This allows us to have supplied policies for complex tasks without having to devote

large amounts of time to writing control policies for them. This is one of our explicit

goals in this work. Using a joystick is a natural way to control the robot for a large set



72

Reinforcement
Learner

Reward
Model

Action
Model

O
A
R

A

Figure 5.2: The learning system.

of tasks, and requires no programming knowledge. Thus, it becomes much easier to

express human knowledge about the solution for a task. We do not have to explicitly

worry about encoding the knowledge in terms of an observation-action mapping, since

the learning system does this for us.

5.3.3 The Reinforcement Learner

The main component of the JAQL framework is the reinforcement learning system.

Figure 5.2 shows how the reinforcement learner fits with other learning system com-

ponents, which are described below. The reinforcement learner receives observations,

actions and the rewards generated by the environment. It uses these to construct

experiences, (ot, at, rt+1, ot+1), which are passed to the Hedger value-function ap-

proximation algorithm.

The reinforcement learning system produces an action to take at every time step.

This action is determined based on the current observation, the learned value function

model and the exploration strategy being followed. Depending on the learning phase

that the system is in, this action may be used to control the robot, or may simply be

ignored.
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5.4 JAQL Learning Phases

The JAQL framework splits learning into two distinct phases. In the first phase, the

supplied control policy is in control and JAQL learns passively. In the second phase,

JAQL assumes control of the robot and learning becomes more like the standard RL

model. In the following two sections we describe these two phases in more detail.

5.4.1 The First Learning Phase

The first phase of learning is shown in Figure 5.3. The supplied policy is in control

of the robot, with the learning system is running in parallel. The learning system

watches the observations, actions and rewards generated as a result of the robot’s

interaction with the environment, and uses these to bootstrap information into the

value-function approximation and improve the action models.

Once the learned models are good enough to be trusted in the area of space in

which the robot has been operating, we move to the second phase of learning. The key

question is to determine when the learned models are “good enough”. The action and

reward models are both trained with standard supervised learning techniques. This
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Figure 5.4: JAQL phase two learning.

means that we can perform tests such as cross-validation on the training set to get a

measure of how good the learned models are. However, the model that we are most

interested in, the value-function approximation, cannot be checked in this manner.

We do not know the Q-values that should be used for training this model. We are

forced to approximate them from the current model to produce the new, updated

model.

Comparing the action suggested by the learned value function to that produced

by the supplied policy is no use either. Since we make no claims about the quality of

the supplied policy, we cannot use it as a measure. In the current implementation,

we stay in the first learning phase for a predefined time, selected by the programmer.

5.4.2 The Second Learning Phase

In the second phase of learning,the supplied policy is no longer in control of the robot,

as shown in Figure 5.4. The learned value function is used to select greedy actions

to take in response to observations. These actions are combined with an exploration

strategy to determine the actual actions taken by the robot. This phase of learning

more closely resembles the standard Q-learning framework.
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Since the value-function approximation is good in at least some part of the robot’s

observation-action space, the learned policy should keep the robot safe while in this

area. It is possible, however, that the robot will stray from this well-trodden path

into an area in which it has little or no experience. Since we are using a value-

function approximator that has a “don’t know” response, we can easily detect when

this happens.

If we have an explicitly coded supplied policy, we can keep it running, even when

it is not actually being used to control the robot. When the learned policy is unsure

of the action to take, the supplied policy is consulted. Although it might not supply

the best action to take, it should at least supply a safe one. This is preferable to the

learning system selecting one at random.

5.5 Other Elements of the Framework

There are several other elements and techniques that can be used to augment the basic

learning framework described above. In this section we introduce these elements and

discuss how they help the overall learning performance.

5.5.1 Exploration Strategy

One of the keys to the success of the second phase of learning is the exploration

strategy. The main idea is that we have an area of the observation-action space that

is well known to the learned model. Exploratory actions should drive us to the edge

of this area and force the robot to go slightly beyond it. As the robot travels in areas

where it has little knowledge, the models for this region should improve. After a while,

this will increase the area that is well learned. Our choice of function approximator

makes it easy to determine how far outside of the cloud of training points a particular

query is. This gives us information about how close to the fringes of our knowledge

we are at any given time and can be used to inform the exploration policy.

Currently, random actions are selected with a small probability. The value of

the action is determined by taking the greedy action and adding a small amount of

Gaussian noise to it. This results in a random action that tends to be similar to, but

different from, the current greedy action.
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5.5.2 Reverse Experience Cache

If the reward function is sparse and we are constrained to follow trajectories through

observation-action space, information is not backed up very efficiently in the value

function. For a trajectory of n states, we need to traverse it at least n times before

the value from the goal state propagates back to the start state. In order to speed

up this value propagation, we propose a techniques called reverse caching.

Instead of performing backups as each experience, (ot, at, rt+1, ot+1), is generated,

we store these tuples in a stack. When we get to a state with non-zero reward we begin

to perform backups from this state backwards using the stored data. This approach is

related to that taken by the Directed-Acyclic-Graph-Shortest-Paths (DAG-

SP) algorithm [28], which topologically sorts a directed acyclic graph before perform-

ing dynamic programming on it. DAG-SP exploits the ordering between the nodes to

reduce the number of backups needed to propagate value backwards. It is also similar

in spirit to Boyan and Moore’s ROUT algorithm [22], which attempts to maintain a

set of states where the value function is well-approximated when topologically sorting

the space is not possible. It differs from previous experience replay methods because

the experiences are not retained after they are presented to the learning system.

5.5.3 “Show-and-Tell” Learning

The reward function provides a high-level specification of the desired robot behavior.

High rewards correspond to areas of the observation-action space that are “good”,

low rewards to those that are “bad”. However, there is an inherent drawback with

using this type of reward function. The rewards are only revealed after an action

has been taken. The only way to find out the consequences of taking an action is

to actually take it. For a real robot, this might be dangerous. Not only can we not

avoid dangerous states, we also cannot find desirable ones. Even if we are almost at

a goal state we have no way of knowing that it is good to be there unless we have

visited it before.1

In order to alleviate these problems somewhat, we use a technique called “show-

and-tell” learning. The basic idea is to take the robot and physically place it in

1With a dense reward function, we might be better able to predict that states are good or bad,
but we still have no concrete evidence.
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the position corresponding to the interesting points in observation-action space. The

robot then makes a number of observations at this point, and possibly those close to it.

We then give the robot a reward to associate with these locations and actions taken

from them. These observations, actions and rewards are combined with randomly

generated actions and inserted into the value-function approximation before learning

begins. Note that this is done prior to running the robot under the control of the

supplied control policy. Learning then proceeds as normal.

This can also be seen as having two supplied control policies. The first involved

direct control of the robot (for example, with a joystick) and some method of manually

assigning reward. This allows us to show the robot all of the interesting parts of the

space that the coded supplied policy should not or cannot reach. Once this is done,

we can start the coded supplied policy and proceed as described above.

By pre-learning values for certain areas of the observation-action space, we remove

the need to actually visit them during exploration. As the area covered by the learned

value-function approximator comes close to these pre-learned areas, exploratory ac-

tion decisions will be influenced by them. If the pre-learned area has a low reward,

the robot will tend not to explore there. If it has a high reward, the robot will explore

and use its actual experiences to modify the value function there. There is a danger

that this information will get (incorrectly) over-written by the Q-learning backups as

we learn. To alleviate this possibility, we should also build this information into the

reward function.

The reward that is assigned for the pre-learned area is somewhat arbitrary. It

does not have to be the reward that would actually have been received had that

location been experienced by the robot. Bad areas should, in general, have a large

negative reward that is lower than anything that the robot would actually experience.

Similarly, good areas should have a large positive reward. In the limit, artificial

“good” rewards will be modified by actual experiences, while “bad” rewards will not

change (since the robot will never explore there).

We prefer physically placing the robot in the interesting locations (using joystick

control, for example), rather than simply specifying the position as a set of sensor

values, or in a simulator. This makes sure that any sensor artifacts are created

appropriately and that the observations are accurate for that part of the space.



Chapter 6

Algorithm Feature Effects

In chapters 4 and 5 we introduced Hedger, our value function approximation al-

gorithm, and JAQL, our learning framework. In this chapter we look at the effects

that the various features and parameters of Hedger and JAQL have on the quality

of learning.

6.1 Evaluating the Features

As presented in section 4.6, Hedger has four distinct components that are intended

to enhance the basic LWR learning algorithm. In addition, the JAQL framework

adds in the idea of a reverse experience cache, and bootstrapping the value function

from example trajectories.

Independent Variable Hull (IVH) check. This is intended to prevent the LWR

system from making extrapolations from the training data. It constructs an

approximate elliptic hull around the training data points, and checks that the

query point lies within this hull. As an additional safeguard, the predicted Q-

value is compared to the maximum and minimum possible Q-values (based on

observed rewards, see algorithm 7 for details). If the query point is within the

hull, and the predicted Q-value is within the expected bounds, it is returned as

normal, otherwise a default “don’t know” value is returned. Included in this a

check to see if the predicted value is outside of the possible range, calculated

from the observed rewards.

78
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Averaging when unsure. Instead of returning a constant default value for “don’t

know” predictions, return a weighted average of the training points. This is

guaranteed to be a “safe” prediction [46].

Region smoothing. Update previously stored points that are close to any newly-

added points. This makes the assumption that the newer data points more

accurately reflect the current value function. This heuristic addresses the prob-

lem of learning a non-stationary function.

Local bandwidth adaptation. Use cross-validation experiments to find good local

bandwidths for areas of the state-action space, corresponding to leaf nodes in

the kd-tree. This causes the bandwidths used for subsequent prediction to follow

the local scale of the function being modeled.

Reverse experience cache. Present experiences to the reinforcement learning sys-

tem in reverse order, starting at the goal state (or any state with non-zero

reward). This speeds up the propagation of value through the value-function

approximation especially in domains with very sparse rewards.

Example trajectories. Provide the learning system with example trajectories through

state-action space, allowing it to bootstrap information into the value function.

This allows information to be added before committing to using the policy de-

rived from the value function to actually control the robot. This makes initial

learning faster and safer. In domains with sparse reward. it often supplies an

initial path to the reward. Without this initial path to a reward-giving state,

learning time is often unmanageably large.

Combinations of these features lead to 64 distinct variations of JAQL. In the

following sections, we attempt to analyze the effects of the various features, singly

and in combination. We justify the use of each, and show how performance improves

with their inclusion. Before presenting the evaluation results, however, we should say

a word about how the evaluation experiments were carried out.
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6.1.1 Evaluation Experiments

For each of the comparison experiments in this chapter we conducted a series of

experiments using the mountain-car domain as a testbed. In all of these comparisons,

there is an implicit assumption that feature combinations that work well in this

domain are also good in other domains. Empirically, we have found this to be true

for all of the domains explored in this dissertation.

The mountain-car domain deals with an under-powered car attempting to drive to

the top of a hill. The car is not powerful enough to drive directly to the top of the hill,

and must first reverse up an adjacent hill to gain momentum. This is a well-known

RL problem, and the particular formulation that we use is given in appendix A.

Each experiment consisted of 500 individual training runs, with evaluations every

10 runs. For each evaluation, learning was disabled and the greedy policy defined by

the current value-function approximation was used to control the car. Evaluations

were started from 100 evenly-spaced points over the state space, and were run until

the car reached the top of the hill, or 200 time steps, whichever occurred first.

If the car reached the top of the hill, a reward of 1 was given. If it moved too far

up the opposite hill, a reward of -1 was given. Otherwise a default reward of 0 was

given everywhere. Unless otherwise noted, the learning rate, α, was set to 0.2 and

the discount factor, γ, to 0.99 for all experiments.

For all of the mountain-car experiments in this chapter and the next we use

three performance metrics: total reward, number of steps to goal and percentage

of successful runs. Each of these are reported as the average taken over a set of

evaluation runs. The three metrics should be considered together when evaluating

the performance of the system.

Reward The total reward is the undiscounted reward gained by the agent. This has

a theoretical maximum of 1, corresponding to the case where the car gets to

the top of the hill without backing up too far.

Steps to Goal This is the total number of steps taken by the car to reach the goal

state, truncated at 200. We stop each run at 200 runs to avoid wasting time

with bad policies. If a policy cannot reach the goal within 200 steps, we assume

that it will never reach it. Truncating the runs makes any statistics based on
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the number of steps somewhat suspect. It is possible that a run truncated at

200 steps might reach the goal on the next step. It is also possible that it would

reach the goal on step 10,000. This means that the actual mean and confidence

intervals might be very different from those reported. We still include these

statistics, however, but with the warning that they should sometimes be taken

with a pinch of salt, especially when the number of successful runs is low. The

mean and confidence intervals should be generally interpreted as a lower bound

on the actual values.

Successful Runs This represents the number of evaluation runs that reach the goal

state in 200 steps or less.

6.2 Individual Feature Evaluation Results

In this section, we look at the effects of the first five features described above. In all of

the experiments carried out in this section, 10 initial sample trajectories were supplied

for phase one learning. All of these trajectories were generated by humans controlling

a simulation of the mountain-car system, and all started in the rest state (p = −π
6

,

v = 0). Phase two training runs were started from random points in the state space.

Evaluations were carried out, as described above, starting from 100 starting points,

evenly-spaced over the state space.

To determine if a given feature provides a definite benefit, independent of the

others, sets of experiments were run for all 32 combinations of the first five features

(all except supplied example trajectories). For each feature, the average results of all

combinations with and without that feature were calculated. Figures 6.1, 6.2, and 6.3

show these results. The figures show the average per-run reward, average number

of steps per run (truncated at 200) and percentage of runs that reached the goal

within 200 steps. All graphs show 95% confidence intervals. For all of these graphs,

the actual performance levels are less important than the relative performances of

the two sets of experiments, with and without a certain feature. The comparisons

shown in the graphs are also summarized in table 6.1. An entry of “+” indicates that

the results with that feature are significantly better at the 95% confidence level, and

an entry of “·” means that there is no evidence that the feature either improves or
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Figure 6.1: Effects of Hedger and JAQL features on total reward.

Feature Reward Steps Success

IVH Check + + +
Averaging When Unsure · · ·

Region Updating + + +
Automatic Bandwidth + · ·

Reverse Cache · · ·

Table 6.1: Performance effects of individual Hedger and JAQL features.
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Figure 6.2: Effects of Hedger and JAQL features on average number of steps to
reach the goal.
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Figure 6.3: Effects of Hedger and JAQL features on the number of successful
evaluation runs.
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degrades performance (again, at the 95% confidence level).

Two of the features, the IVH check and region updating, give a clear performance

increase across all three metrics. This is not particularly surprising, since they are

the primary means by which Hedger ensures that value function predictions are

valid. Without these measures, we would simply be using standard locally weighted

regression, which has already been shown not to work robustly for value-function

approximation.

Another of the features, automatic bandwidth selection, gives a significant im-

provement in terms of reward. However, for the number of steps to goal and the

number of successful runs, the improvement is not as clear. For all of the experiments

reported in this section a default bandwidth of 1.0 was used for all non-adaptive tri-

als. This value was determined empirically to give reasonably good results for the

mountain-car domain. In many domains, however, we will not have the luxury of

trying a number of candidate bandwidths, and will have to select one more-or-less

arbitrarily. This will potentially result in extremely poor function approximation for

the parts of the value function that are not linear. We can, in fact, make the results

for mountain-car become arbitrarily bad by selecting poor global bandwidths.

Automatic bandwidth selection is a useful feature to have in Hedger since it

allows us to empirically determine suitable bandwidths, based on the data that we

receive. The graphs in figures 6.2 and 6.3 could be made to show a significant perfor-

mance improvement if the default bandwidth were not carefully chosen in advance.

6.3 Multiple Feature Evaluation Results

In the previous section, three of the possible Hedger features were shown to be

useful. We now go on to look at the remaining two features, averaging when unsure

of a prediction and the reverse experience cache, in more detail. Figures 6.4 and

6.5 show the results obtained by combining the three features (IVH check, region

updating, and automatic bandwidth) with each of the two remaining features.

The effects of using locally weighted averaging (LWA) when unsure of a prediction

are shown in figure 6.4. Although the performance with this feature enabled is gen-

erally better for all of the three metrics, it is not always significant at the 95% level.
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Figure 6.4: Effects of local averaging with IVH checking and region updating.

Although the results are not significantly better with LWA, one can easily imagine the

case where a bad choice of the constant “don’t know” value could cause considerable

problems for the learning system.

We want to be using the most aggressive function approximator that we can at

all times, while still ensuring that our value-function prediction is valid. Since it has

been shown [46] that LWA is safe for use in value-function approximation, we prefer

this to a fixed default value when we cannot make a safe prediction with LWR.

The final feature that we will consider is the reverse experience cache, the effects

of which are shown in figure 6.5. For all three evaluation metrics, the addition of

this feature seems to improve performance in the early stages of the second learning

phase. However, the performance after 500 phase two training runs seems to be the

same with and without the reverse experience cache. This seems reasonable, since

the main purpose of the reverse experience cache is to accelerate the propagation of

value out from the goal state. The reward from reaching the goal state in the first

learning phase is propagated back through the value function more efficiently by using

the reverse experience cache. This corresponds to the better overall behavior in the

early stages of the second learning phase (as shown in the graphs). However, in phase
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Figure 6.5: Effects of the reverse experience cache with IVH checking and region
updating.

two, the system starts from random points in the state-action space. Because of the

dynamics of the mountain-car system, there are some starting points from which it

is impossible not to reach the goal (for example, close to the top of the hill, traveling

fast towards the goal). This means that value will be propagated backwards much

more readily than in domains in which there was only a small chance of reaching the

goal from a random starting state.

Since the state-action space of the mountain-car domain is relatively small, and

there is a significant chance of reaching the goal state from a random starting state,

the effects of the reverse cache are not as pronounced as they might be in a more

difficult test domain. It is still apparent, however, that using a reverse experience

cache can help propagate rewards more efficiently in the early stages of learning.

6.4 Example Trajectories

In the previous sections, we looked at the effects of five of the features that can be

present in Hedger and JAQL. In all of the experiments, initial phase one training
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Figure 6.6: Performance with and without supplied example trajectories.

was carried out using pre-recorded trajectories. These trajectories were generated by

humans, using a graphical simulation of the mountain-car system. They were told

that the system modeled an underpowered car on a hill, and that the goal was to

get to the top of the right-hand hill. They had no (explicit) knowledge of the system

dynamics beforehand.

The main purpose of phase one learning, using these pre-supplied example trajec-

tories through the state-action space, is to give JAQL some initial knowledge about

the world before it takes control of the system itself. Figure 6.6 shows the learning

curves with and without supplied example trajectories for the mountain-car task. It

is obvious from the graphs that providing example trajectories greatly improves per-

formance in the early stages of learning. The performance of the experiments that

used phase one learning are significantly better (at the 95% level) for all performance

measures until about the 300th phase two training run.

In addition to having better average performance, the confidence intervals are

smaller for the experiments using supplied example trajectories. This can be easily

explained by considering how often phase two training runs reach the goal state.

During phase one learning, at least some of the example trajectories reach the goal.
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This allows Hedger to gain some information about the value of state-action pairs,

which it can use as soon as phase two starts. However, experiments without phase

one learning do not have this knowledge, and start off performing at the level of a

random policy.1 The only way for these experiments to gain information is to reach

the goal state by chance. This is not too difficult in the mountain-car domain, but this

might not be the case in more complex environments. The speed of learning depends

critically on the number of times that the system is able to reach reward-giving

states, and how quickly this information is propagated through the value function

approximation.

One the system reaches the goal state, and value information is propagated back

through the value function approximation, the more likely it is to reach the goal again.

Thus, in some sense, performance is a function of how quickly the system can reach

the goal state for the first time. For systems that do not use phase one learning, the

goal can only be reached by chance, leading to a wide variation in performance. This

can be clearly seen in figure 6.6. On the other hand, supplying example trajectories

and using phase one learning allows the system to start phase two with a good idea

of how to get to the goal. This leads to better overall performance, and also to more

consistent performance, and, hence, tighter confidence bounds.

In this chapter we have looked at the six main features of Hedger and JAQL and

justified their usefulness, using the mountain-car domain as a testbed. In the next

chapter, we present the results of experiments with JAQL in other simulated and

real robot domains, and compare its performance with other well-known function

approximation schemes.

1Because of the current implementation of greedy action selection in JAQL these experiments
start performing at the same level as the policy that always chooses to drive left.



Chapter 7

Experimental Results

In this chapter we provide some experimental results to demonstrate the effectiveness

of Hedger for learning value-function approximations. We evaluate the algorithm

using two simulated RL tasks, and two tasks involving a real mobile robot. Specific

details of the simulated RL domains can be found in appendix A and more information

about the robot is given in appendix B. In all of the experiments reported in this

chapter, we use all of the features for Hedger and JAQL, as detailed in the preceding

chapter.

7.1 Mountain-Car

For this testbed, we compared the performance of JAQL to a discretized version, us-

ing standard Q-learning techniques and to two other popular function approximation

schemes. CMACs [4] have been widely used for value-function approximation and

locally weighted averaging has been shown to converge [46]. To make the comparison

fair, we simply replaced Hedger with both of the other candidate VFA algorithms,

keeping the same action selection mechanism and other features (notably the reverse

experience cache and supplied example trajectories).

7.1.1 Basic Results

In this section, we give the results of using tabular Q-learning, CMACs, locally

weighted averaging and JAQL on the basic mountain-car problem.

90
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Policy Reward Steps Success

Q-learning 0.54 52.00 100%
Random -0.62 152.06 26%

Always Left -1.54 176.54 12%
Do Nothing -0.77 153.53 25%

Always Right 0.12 72.07 80%

Table 7.1: Tabular Q-learning, random policy and simple fixed policy results for the
mountain-car domain without a velocity penalty.

Tabular Q-Learning and Simple Policies

In order to provide a comparison, we used the standard tabular Q-learning algorithm

on a finely discretized1 version of the mountain-car problem without a velocity penalty

at the goal state. The algorithm was trained using several million runs of the system,

and the resulting policy evaluated, as described in section 6.1.1. The results are

given in table 7.1, along with those for a completely random policy, and the policies

of always driving left, doing nothing, and always driving right. The values give the

average performance per run. We regard the results from the tabular Q-learning

policy as representing the “optimal” performance for this task formulation. Note

that there are some starting positions that lead to reaching the goal, regardless of

any actions dictated by the policy. For the evaluation schedule that we have chosen,

this is accounts for at least 12% of the evaluations, even if we constantly drive away

from the goal. If the “do nothing” action is taken, about 25% of runs will be successful

(which is similar to the random policy). It is interesting to note that the goal can be

reached four times out of five by simply driving right in every state.

CMAC

Figure 7.1 shows the results using a CMAC function approximator on the mountain-

car task (with 95% confidence intervals, as usual). Although the system is clearly

improving with experience, it learns slowly. Note the number of phase-two training

1Each state variable was discretized into 100 buckets, for a total of 10,000 states. The action
variable was also discretized into 100 buckets. The system was trained with 10 billion (1010)
monte-carlo experiences (st, at, rt+1, st+1).
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Figure 7.1: Performance on the mountain-car task using a CMAC for value-function
approximation.

runs needed, as shown on the x-axes of the graphs. Learning speed for the CMAC-

based system is greatly increased if we add an action penalty to the mountain-car

system. We give a reward of -1 on each step, -2 for hitting the left wall and 0 for

reaching the goal. The results of using this reward function are shown in figure 7.2.

Even with this reward function, however, learning is still relatively slow. Although

we cannot directly compare the reward results of these two sets of experiments, we

can use the final average number of steps to goal, and the percentage of successfully

completed evaluation runs as an indication of how well a CMAC-based system can

do.

The best performance achieved by the CMAC-based system was an average of

73.77 ± 1.73 steps to reach the goal, with 88.40% ± 2.03% of the evaluation runs

reaching the goal in fewer than 200 steps. This level of performance was reached

after approximately 3000 phase two training runs.

Locally Weighted Averaging

Figure 7.3 gives the results when using locally weighted averaging (LWA) as a function
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Figure 7.2: Performance on the mountain-car task, with an action penalty, using a
CMAC for value-function approximation.
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Figure 7.3: Performance on the mountain-car task using locally weighted averaging
for value-function approximation.
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Figure 7.4: Performance on the mountain-car task using Hedger for value-function
approximation.

approximator. The first thing to notice about these graphs is that the number of

training runs (shown on the x-axes) is an order of magnitude less that for the CMAC-

based system (shown in figures 7.1 and 7.2). The final performances of the LWA-based

system are not significantly different from those of the CMAC-based system (at the

95% significance level). However, the LWA system learns much more aggressively

than the CMAC-based one, getting close to its final performance level after fewer

than 50 phase two training runs.

Most of the performance improvements occur in the early stages of learning, in

the first 20 phase-two training runs. After this point, performance improves much

more slowly. The best performance achieved using locally weighted averaging was an

average reward of 0.42±0.04, 78.50±3.82 steps to the goal state and 92.60%±2.54%

successful runs. This performance was reached after 500 phase two training runs.

JAQL

The performance of JAQL on the mountain-car task is shown in figure 7.4. As with

the LWA-based system, performance improvement is most rapid during the early
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Figure 7.5: Percentage of non-default predictions made by Hedger on the mountain-
car task.

stages of learning, and then slows down dramatically. The 95% confidence bounds on

the mean performance (shown in figure 7.4) are much tighter than for the LWA-based

system, indicating a more predictable performance on this task.

The final performance for JAQL was an average reward of 0.46±0.04, an average

of 70.87± 5.50 steps to the goal, and a success rate of 95.33%± 2.76%. Performance

levels that are not significantly different (at the 95% level) from these final figures

were achieved after only approximately 50 phase two training runs.

An important aspect of JAQL is the ability to make default predictions when

it is not safe to use LWR. In these experiments, default predictions were made by

using locally weighted averaging, which is guaranteed to be safe in the context of

value-function approximation (see section 4.3). Figure 7.5 shows how many non-

default predictions are made as learning progresses. A non-default prediction is one

where Hedger determines that there is enough training data to make a standard

LWR prediction. At the start of phase two learning (0 training runs in figure 7.5),

Hedger can only make confident predictions for 65% of the queries generated by the

evaluation runs. This is not surprising, since the evaluation runs start from all over the

state space, and the initial example trajectories only start from the minimal energy

position of the mountain-car system. As JAQL explores and experiences more and

more of the state-action space, the number of queries that can be confidently answered

increases steadily, until it reaches a level somewhere above 95%.

The number of non-default predictions never reaches 100%. This is because of

the way in which points are collected to form the training set for a given query

point. We collect a set of previously stored points for a given query and construct
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Function Approximator Reward Steps Success Training Runs

CMAC n/a 73.77± 1.73 88.40± 2.03 5000
LWA 0.42± 0.04 78.50± 3.82 92.60± 2.54 500
JAQL 0.46± 0.04 70.87± 5.50 95.33± 2.76 500

Table 7.2: Final performance of the three function approximators on the mountain-car
task.

an approximate elliptic hull around them. Because of the approximate nature of

the hull, there will always be cases where the query falls outside of the hull, even

though we could legitimately make a prediction. This means that the number of non-

default predictions will never reach 100%. For the mountain-car domain, about 4% of

queries result in Hedger deciding (perhaps falsely) that it cannot make a standard

prediction. This does not cause a great degradation in performance, however, since

LWA (used in the default case) is only a slightly less powerful function approximator.

Comparison

In this section, we look at the relative performance of LWA-based function approx-

imation and JAQL on the mountain-car task. As shown above, the CMAC-based

function approximation scheme learns an order of magnitude more slowly that either

the LWA-based one or JAQL. We will, therefore, not consider it further in this

section.

The final performance levels for each of the function approximation schemes is

summarized in table 7.2, with confidence intervals shown at the 95% level. The final

performance levels are not significantly different from each other for LWA and JAQL.

If this is the case, why should we use JAQL, which is more computationally intensive,

instead of simply using locally weighted averaging?

The relative performances of LWA and JAQL are shown in 7.6. In this figure,

the confidence intervals are shown at the 80% level (rather than the usual 95%). In

general, at this confidence level, JAQL is significantly better than LWA until about

350 phase two training runs. After this point, the performance of the two approaches

becomes very similar for all three performance metrics. This does not seem to be a

compelling reason for choosing JAQL over LWA, however.
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Figure 7.6: Performance comparison between LWA and JAQL on the mountain-car
task.

As we stated in section 4.4, we are interested in using a value-function approxi-

mator that learns as aggressively as possible. Although JAQL and LWA eventually

perform at approximately the same level, JAQL seems to do better in the early stages

of learning. Figure 7.7 shows how the two algorithms compare in the very early stages

of phase two learning. As can be seen from the figures, JAQL is significantly bet-

ter (at the 95% level) for all of the performance metrics. In fact, JAQL reaches a

performance level close to its final level after roughly 10 phase two training runs.

JAQL is significantly better (at the 95% level) than LWA in the very early stages

of phase two learning. It is also better (at the 80% level) until roughly 350 phase two

training runs. At all times, with the exception of just after the transition to phase

two, JAQL outperforms LWA. These results lead us to prefer JAQL over LWA for

the mountain-car task.
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Figure 7.7: Performance in the early stages of learning on the mountain-car task.

7.2 Line-Car

The line-car task is a simplified simulation of a car on a plane, constrained to move in

one dimension. There are two continuous state variables, and one continuous action

dimension. Unlike the mountain-car task, the reward function is dense, and gives

useful information about progress towards the goal after every action. Specific details

of the task, and our implementation are given in appendix A.2.

All learning runs and experiments start from the same location, p = 1, v = 0, as

in the previously reported work. The learning rate, α, is 0.2 and the discount factor,

γ, is 0.99.

For the experiments with this test domain, we did not use supplied example poli-

cies and phase one training. Since the reward function is dense, and gives local

information about progress towards the goal, phase one training is not necessary.

Omitting phase one training also lets us compare our results more meaningfully with

those reported by Santamaŕıa, Sutton and Ram [89]. All other features of JAQL

were enabled for the experiments, however. The performance metrics used by San-

tamaŕıa, et al. were total accumulated reward and average number of steps per run,
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Figure 7.8: Performance on the line-car task using JAQL.

and these are shown for JAQL in figure 7.8. The learning curves are very similar to

those previously reported, with the system achieving a performance indistinguishable

for the final level after fewer than 20 training runs. The total accumulated reward

never reaches the optimal value, however. The reason for this is the shape of the value

function, which is parabolic with its maximum at the goal point. As we get closer

and closer to the goal, the value function gets flatter and flatter. This means that the

difference in value between adjacent state-action pairs becomes smaller. Eventually,

this difference will be dominated by the prediction errors inherent in the function

approximation scheme used. At this point, no further improvements in performance

will be possible.

This points out a fundamental limitation of value-function approximation. If the

difference in value between two states is smaller than the prediction error of the

function approximator, then VFA is almost certainly going to fail. Interestingly, this

problem is made worse in domains that have dense, smoothly varying value functions,

like line-car. If we were only to give a reward at the goal state, the gradient of the

value function around the goal would be greater, allowing the system to get closer

to the optimal control policy (which would, of course, be different since the reward

function has changed).

The final performance of JAQL, along with other methods reported by Santa-

maŕıa, et al. are summarized in table 7.3. All of the methods were allowed to learn

for 50 training runs and then evaluated. For JAQL the figures show the average

performance over 50 experimental runs. For the other methods, the average is taken

over 36 runs [89]. The error bounds shown correspond to three standard devia-

tions from the sample mean, which should cover approximately 95% of the samples.
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Method Total Reward Average Steps

Optimal -1.4293 200
CMAC −3.51± 0.45 200

Instance-based −3.56± 0.71 200
Non-uniform −2.52± 0.45 200

JAQL −3.08± 0.46 200

Table 7.3: Final performances for the line-car task, after 50 training runs.

Optimal represents the performance of the known-optimal policy, described in ap-

pendix A.2. CMAC, Instance-based and Non-uniform are three algorithms reported

by Santamaŕıa et al. The Non-uniform algorithm uses a case-based value-function

approximator and specific domain knowledge to increase the resolution of the value-

function representation around the goal point. This is the best-performing algorithm

reported by Santamaŕıa et al.

All algorithms manage to learn to stay within the boundaries of the state space.

This means that all evaluation runs have a length of 200 steps. However, none of the

function approximation methods come particularly close to the optimal performance,

for the reasons discussed above. Although the performance of JAQL is not better

than that of the Non-uniform algorithm, their confidence bounds overlap substan-

tially. This means that JAQL, used with its default settings, is not significantly

worse than an algorithm that uses explicit domain knowledge to solve the task.

7.3 Corridor-Following

The first set of experiments with a real robot involve a simple corridor-following task.

Figure 7.9 shows the layout of the corridor for this task. The goal is for the robot to

learn to traverse the corridor from an arbitrary location and orientation at the left

of the figure to the shaded goal region at the right. The speed of the robot, vt, in

meters per second is controlled by a fixed policy, based on the distance to the closest



101

Reward

distance to end

Areaposition in
corridor

Figure 7.9: The corridor-following task, showing two input features.

wall, dw, measured in meters from the robot’s axis of rotation:

vt =
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0 if dw < 0.3

0.1 if 0.3 ≤ dw < 0.5

0.2 if 0.5 ≤ dw < 0.7

0.3 if 0.7 ≤ dw < 0.9

0.4 if dw ≥ 0.9

.

This means that the robot will travel more quickly when in the center of the corridor,

which is approximately two meters wide.

For this task, we are interested in learning a good policy to control the rota-

tional velocity, vr of the robot as it travels down the corridor. Rotational velocity

is measured in radians per second, and is limited such that −1 ≤ vr ≤ 1 for these

experiments. To make the task harder, we do not provide any rewards to the robot

until it reaches the end of the corridor, whereupon it receives a reward of 10.

It should be noted at this point that the reward function that we have selected is

a very poor one for the task. If we were simply concerned with learning a good policy

for following corridors, it would make much more sense to have a reward function that

gave dense rewards, based on the proximity to walls, with a supplemental reward for

getting to the goal state. A dense reward function like this would allow meaningful

rewards to propagate backwards much faster than the extremely sparse one that we

have chosen. However, we have chosen an extremely sparse reward function to show

that JAQL can cope in the face of such poor reward information. If we can learn

using the sparse reward function described above, then we can certainly learn much



102

more efficiently using one which provides a richer source of information.

For the corridor-following experiments, we use a discount factor, γ, of 0.99. This

encourages the robot to learn policies which get to the goal in the fewest number of

steps. The way we have set up the problem, this corresponds to policies that keep

the robot as close to the center of the hallway as possible. The closer to the center

of the corridor the robot is, the further it is away from the walls, and the faster it

will travel forwards. In all experiments, the learning rate, α, was set to 0.2, and all

of the features of JAQL were enabled. Control decisions were taken every third of

a second. This proved fast enough to control the robot safely, while allowing the

robot to travel a measurable distance (generally between 3cm and 13cm) on each

time step. Without a change of state that is larger than the measurement error of

the sensors, reinforcement learning techniques can by stymied by state measurements

becoming dominated (or overcome) by measurement errors. For all phase two training

runs, a random exploratory action is taken with probability 0.2. Random actions are

generated by taking the greedy action, and adding Gaussian noise with zero mean

and a variance of 0.001. This resulted in 95% of random actions being within 0.095

of the greedy action, and ensured that actions that were wildly wrong (and, hence,

possible dangerous) were only taken rarely.

The robot uses three input features computed from the raw sensor information.

Figure 7.9 shows two of these, the robot’s position in the corridor, with respect to

the left-hand wall and the distance to the end of the corridor. These are extracted

from the raw sensor information as described in appendix C. The distance to the end

of the corridor, and hence the reward-giving states, is needed to make the problem

Markovian. If we did not include this feature, we could not solve the problem with

Q-learning, since states that yielded rewards would be aliased with those that did

not.

The third input feature is the relative bearing of the robot with respect to a

target point 20m ahead of the robot, in the center of the corridor. Figure 7.10 shows

how value is calculated. The center line of the corridor is extracted from the raw

sensor readings, as is the angle between the robot heading and the corridor walls

(and hence, the center line), φ. The distance from the robot to the center line, d, is

then calculated, and the target point is placed 20m down the corridor. The angle, ψ,



103

d

20mcenter line point

robot

corridor target

θ

ψ
φ

Figure 7.10: Calculation of the angle input feature for the corridor-following task.

to the target point, is

ψ = tan−1 20

d
,

and the relative heading to the target, θ, is

θ = ψ + φ− π

2
.

To evaluate the effects of learning on the robot’s performance, we performed eval-

uations of the current policy after every five training runs. These evaluations were

carried out in both phases of learning. Each evaluation consisted of five independent

trials, with the robot starting at a different location and orientation in each one. To

provide more meaningful comparisons, the same five starting poses were used for all

evaluations. Our performance metric for these trials was the average number of steps

taken to get from the starting positions to the reward-giving states at the end of the

corridor. Each step corresponds to approximately 0.5 seconds.

We conducted two sets of experiments, differentiated by how the example trajec-

tories were generated. In the first set, the robot was controlled by a simple program,

written in a few minutes. In the second set, the robot was directly controlled by a

human using a joystick.

7.3.1 Using an Example Policy

In these experiments, a simple proportional controller was used to control the robot

during phase one of learning. The rotational velocity, vt, was determined according
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Figure 7.11: Performance on the corridor-following task, with phase one training
directed by an example policy.

to

vt = αθ,

where α is the gain of the system, and determines how aggressively the robot turns to

correct itself. The value of α was set randomly at the start of each phase one training

run, such that 0.1 ≤ α ≤ 0.5. This was done to get a variety of actions with which to

train Hedger. If a single gain had been used throughout phase one training, there

would be a one-to-one mapping between values of θ and the action taken. This would

make generalizing the effects of actions extremely difficult.

The performance of Hedger on this task is shown in figure 7.11, along with a

95% confidence interval. The average number of steps taken by the example policy

to reach the goal states was 110.12 steps. The best that the example policy was able

to do was 92 steps. By placing the robot in each of the five evaluation starting states

and steering it to the goal with a joystick, an “optimal” average run length of 72.1

steps was found. All evaluation runs were successful in reaching the goal.

The first thing to notice about the performance in figure 7.11 is that it improves

with training. Not only does the number of steps generally decrease with time, but

the size of the confidence interval also decreases. This reflects the fact that the runs

become smoother and more predictable as learning progresses.
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It is interesting to note that after only five phase one training runs, the average

performance is already better than the best example trajectory that the system has

seen. After 30 phase one training runs, the performance is significantly better (at the

95% level) than any of the example trajectories. This underlines the fact that we are

not learning the example trajectories but, rather, using them to generate information

about the state-action space.

There is a marked decrease in performance after the first five runs of phase two

training. At this point, the robot has switched from using the supplied example

policy to using the current learned policy. Additionally, random actions were taken,

as described above. This meant that the robot might be exploring areas of the state-

action space that it has not yet seen under the (relatively safe) guidance of the supplied

example policy. The results of such explorations are likely to upset the state of the

value-function approximation somewhat. However, after five additional phase two

training runs, the performance begins improving again. This faltering as the learning

phases changes was observed in almost every set of experiments that we carried out,

and we believe that it is generally caused, as in this case, by JAQL exercising its

new-found freedom to explore beyond the limits of the example trajectories used in

phase one.

The last thing to note about the performance shown in figure 7.11 is that, after

25 phase two training runs, it is not significantly different from the best average run

length that we were able to generate by directly controlling the robot (and which we

optimistically call the “optimal” performance). After 35 phase two training runs, the

average number of steps is very close to the “optimal”, and the confidence interval on

this average is relatively tight (roughly ±2 steps). If the system is allowed to continue

learning, the performance does not significantly change, although this is not shown

in figure 7.11.2

7.3.2 Using Direct Control

In this set of experiments the example trajectories used for phase one training were

generated by directly controlling the robot using a joystick. This is a more intuitive

2We ran the system for an additional 40 phase two training runs, and there was little effect on
either the average, or on the size of the confidence interval.
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Figure 7.12: Performance on the corridor-following task, with phase one training
directed by a human with a joystick.

method of bootstrapping information into the value-function approximator. It is es-

pecially appealing because training can be done by an operator with no programming

skills. It also does not assume that we have a good understanding of how to design

a program to perform the task. Although this is not an issue for the simple task

presented here, it removes a potential limitation from more complex tasks, and those

with non-intuitive solutions (given the limited sensory capabilities of our robot).

The performance of JAQL on this task is shown in figure 7.12. The corridor

used in this set of experiments is longer than the one used in the experiments of

section 7.3.1, with an “optimal” (in the same sense as in the previous section) average

trajectory length of 105 steps. The average length of phase one example trajectories

was 189.1 steps and the shortest one was 154 steps (marked as “average example”

and “best example”, respectively, in figure 7.12).

The shortest phase one training run is 50% longer than the path that is claimed

to be the best. This is because phase one training is intended to expose the learning

system to as much of the state-action space as possible, while ensuring the robot’s

safety. Steering the robot directly towards the goal is not in keeping with this objec-

tive. Instead, the robot was steered in the general direction of the goal, while still

introducing wiggles and “wrong” actions, as shown in figure 7.13. This allows much
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Figure 7.13: Two example supplied trajectories for phase one training, generated by
direct joystick control.

stronger generalization by Hedger.

As in the previous set of experiments, learning improves the performance and

causes the confidence intervals on the average number of steps taken to shrink. Only

ten phase one training runs were performed for this experiment, far fewer than in the

previous one. The rationale behind this is that, since we are controlling the robot

directly, we can expose it to the interesting areas in the state-action space much more

efficiently. If the robot is under the control of an example policy, we do not have

direct control over where the robot goes, since we might not have encoded the exact

mapping from observations to actions that we had intended to. The net result is that

we can make do with far fewer phase one training runs if we have direct control over

the robot.

7.4 Obstacle Avoidance

The second real robot task was obstacle avoidance, as shown in figure 7.14. The robot

drives forwards at a to steer from a starting point to the target point, while avoiding

obstacles in its way. The robot uses the distance and heading of the target point

and the obstacles as input features (as shown in figure 7.15, and the goal is to learn

a fixed speed (0.1 meters per second). The goal is for the robot to learn a steering

policy to get from a starting point to the target point, without hitting the obstacles

in the way.

The robot is “shown” the target position at the start of an experimental run,
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using direct joystick control. The location of the target is stored in terms of the

odometry system, and subsequently compared to the current location to calculate

the distance and heading to the goal state. The obstacles are detected by the robot’s

laser rangefinder. The details of the algorithms used to identify and localize the

obstacles are given in appendix C.2.

After identifying the target location, the robot is then directly driven to a starting

location, and the run begins. The run terminates successfully when the robot returns

to within 20cm of the starting location, or when it collides with an obstacle. A

collision is signalled if the distance from the robot to an obstacle (as determined by

the laser rangefinder) is less than 10cm.

A reward of 1 is given for reaching the goal state. A penalty of -1 is given for

colliding with an obstacle. No other rewards are given. As with the previous task,

this reward function is not the best one for actually learning the task but, rather, is

chosen to illustrate that JAQL will work even in difficult conditions.

For all of the experiments reported in this section, the discount factor, γ, was

set to 0.9, the learning rate, α, was 0.2, and all of the previously mentioned features

of JAQL were enabled. Exploratory actions were taken using an ε-greedy strategy,

with ε = 0.2. The exploratory actions were generated by taking the greedy action

and adding Gaussian noise (zero mean, with a standard deviation of 0.03) to it.

All example trajectories were supplied using direct control with a joystick. Evalu-

ation runs were performed during the learning process, starting the robot from a set

of ten pre-defined positions and orientations. The performance graphs below show

the average number of steps to the goal state from the ten evaluation positions, and

the 95% confidence intervals for these averages. Each step corresponds to a time

period of approximately one third of a second.

7.4.1 No Obstacles

The simplest case of this task is when there are no obstacles, and the feature space

simply consists of the direction and heading to the goal state. Figure 7.16 shows

the results of using JAQL on this simplified version of the task. Even after only 5

phase one training runs, all of the evaluation runs were capable of reaching the goal

state. After ten phase one runs, the average performance of the learned policy was
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Figure 7.16: Average number of steps to the goal for the obstacle avoidance task with
no obstacles.

significantly better than any of example trajectories. These examples were, as before,

not intended to show good solutions for the task, but to expose JAQL to interesting

parts of the state space.

Performance continues to improve after JAQL moves to phase two, where the

learned policy is in control of the robot. The best possible performance, labelled

“optimal” in figure 7.16 was determined by manually driving the robot from each

of the ten evaluation positions to the goal state, and recording the number of steps

taken. After only 5 phase two training runs the performance of the learned system

is indistinguishable from this “optimal” performance, and stays at that level for the

rest of the experimental run. Although the average performance does not increase

any further, the confidence intervals continue to shrink. The corresponds to more

predictable behavior during the evaluation runs, with the robot generally following

smoother paths to the goal.

Figure 7.17 illustrates how the path followed to the goal state becomes smoother as

learning progresses. The figure shows three typical evaluation runs from four different

stages of learning. The trajectories have been rotated around the goal point, in order

to produce a more compact figure. In reality, the starting points for these runs were

not as close to each other as suggested by the figure.
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(a) After 5 phase 1 training runs.

(b) After 10 phase 1 training runs.

(c) After 15 phase 1 training runs.

(d) After 5 phase 2 training runs.

Figure 7.17: Typical trajectories during learning for the obstacle avoidance task with
no obstacles.
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Policy 1m 2m 3m

Normal 46.2% 25.0% 18.7%
Uniform 45.5% 26.8% 28.6%

Table 7.4: Successful simulated runs with no example trajectories.

The most obvious thing to note is that the trajectories become smoother and

more direct as JAQL learns more about the task. The robot also quickly learns to

turn towards the goal if it is pointing in some other direction at the start of the run.

The effects of the function approximation scheme used in Hedger can also be seen.

Points that are close to each other (in the state space) tend to produce the same

sorts of actions. This results in the runs at any given stage in learning having similar

characteristics, such as those in figure 7.17(b) having a slow turn to the left followed

by a sharper correction to the right about halfway through the run.

7.4.2 Without Example Trajectories

We did not run any real robot experiments without example trajectories and phase

one learning. However, we did perform some simulations of such experiments. In these

experiments, we used an idealized model of the robot dynamics (given in appendix B),

and perfect simulated sensor information. Given the sparse nature of the reward

function, learning time is dominated by the time taken to reach a reward-giving state

for the first time. Before reaching the goal for the first time, the robot is forced to

act arbitrarily, since it has no information about the task or environment. In the

simulated experiments, we looked at the time taken to reach the goal from a number

of start states, using two different (arbitrary) action selection policies.

We simulated the obstacle avoidance task with no obstacles. This is essentially a

homing task, terminating when the robot gets within 20cm of the goal state. Table 7.4

shows the number of simulated runs that reached the goal state. Runs were started

at either one, two or three meters from the goal state, pointed directly towards it.

Random actions were taken, according to either a uniform or Gaussian distribution.

A run was considered to be successful if it reached the goal within one week of

simulated time (604,800 seconds). As can be seen from the table, there is no real

difference between the two random distributions. Even starting from only one meter
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Figure 7.18: Average performance of successful runs for the the simulated homing
task.

away from the goal, and pointing directly at it, less that half of the experiments were

successful in less than one week of simulated time. This is very bad news for real

robot experiments.

For those runs that were successful, figure 7.18 shows the average time taken to

reach the goal (along with the 95% confidence bounds). The first thing to notice

about the graph is that even from the starting point one meter from the goal (where

the robot only has to travel 80cm), the time average time to the goal is significantly

more (at the 95% level) than 45 minutes. As the starting position gets further from

the goal point, the average time increases. The average time at 2m is over six hours,

which is already beyond the battery life of the robot. Another thing to notice is that

the confidence bounds on the average time to goal are very wide (about 8 hours).

This reflects the uncertainty with which the robot reaches the goal state. There is no

way to predict with certainty if, or when, the robot will reach the goal state.

Although we used random policies in these experiments, the results are still indica-

tive of the difficulty of using RL techniques with a sparse reward function. In general,

we do not have information about how we might reach the goal state, so we must per-

form arbitrary actions. Previously, in the mountain-car domain, we showed that we

could learn without example trajectories. However, the dynamics of the domain tend

to cause the car to reach the goal from some of the states, regardless of the actions

taken. This means that useful information can be gathered even when performing

arbitrary actions. In the homing domain presented in this section, however, no such

dynamics exist, unless the robot starts extremely close to the goal state. One might



114

image a sequence of training runs, starting at the goal, and gradually starting further

away from it being more successful. This is the essence of robot shaping [38]. How-

ever, for a starting position not close to the goal, RL techniques are almost certainly

doomed to fail without the help of example trajectories and phase one training.

7.4.3 One Obstacle

The previous section showed that the robot could learn a simple homing behavior

with only a small set of example trajectories and very little phase two training. We

now go on to show the performance of the system in the presence of one obstacle.

The experimental setup remains the same except that, after showing the robot the

target point and before starting the run, we put an obstacle between the robot and

the goal state.

This task is more complicated than the previous one, since the robot must now

deal with a four-dimensional state space (distance and heading to the target point

and to the obstacle) instead of a two-dimensional one. This is reflected in the number

of evaluation runs that were able to reach the goal state, shown in figure 7.19. Ten

evaluations runs were done at after every five training runs. These runs were termi-

nated when the robot reached the goal, hit an obstacle, or was deemed to be so far

away that it would never get back. It was not until after 15 phase one training runs

that the robot was capable of reaching the goal on its own. Even then, it was only

successful two times out of the ten runs. However, after this point, the number of

successful runs continued to increase, with only one lapse early in phase two training.

The average number of steps taken to reach the goal, for successful runs only, is

shown in figure 7.20. Note that the graph starts after 15 phase one training runs.

During phase one learning, the performance improvement is much more pronounced

than in the easier case with no obstacles. This is due to the nature of the task. The

robot quickly learns that it is bad to drive towards the obstacle. This generally leads

to the robot taking large steering actions to avoid the obstacle. Ideally, it would then

swing back towards the goal state. However, the goal is far enough away from the

obstacle (in the four-dimensional state space) that it takes a number of training runs

for the value derived from reaching it to propagate back. This means that, early in

learning, the robot makes wild turns to avoid the obstacle then “gets lost”. The value
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Figure 7.19: Number of successful evaluation runs (out of 10) for the obstacle avoid-
ance task with one obstacle.

for turning towards the goal is not enough to dominate over other options, and the

robot will often head off in the wrong direction. After some more phase one training

runs, however, sufficient information has propagated back from the goal state to allow

the robot to recover from its obstacle-avoiding turns, and to eventually reach the goal.

This behavior, where the separation of penalty and reward sources would cause

poor performance in the early stages of learning, is another example of why using

example trajectories is so helpful. It allows the learning system to have a more

complete picture of the task before it assumes control of the robot. Without phase one

training, the robot would have to rely on a series of exploratory actions compensating

for the wild turns taken to avoid the obstacle.

To better understand how the system learns to avoid obstacles, consider the partial

value functions shown in figure 7.21. They represent the values of possible actions

when the robot is 2m from the goal, pointing straight at it. Actions range from -1

(turn clockwise at 1 radian per second) to 1 (counter-clockwise at 1 radian per second).

The value function on the left represents the case where there is no obstacle present.

As one might expect, the best action, the one with the highest value, is close to 0
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Figure 7.20: Average number of steps to the goal for successful runs of the obstacle
avoidance task with one obstacle.
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Figure 7.22: Rotational velocity as a function of distance to an object directly ahead.

(drive straight ahead). It is not exactly zero because of the function approximation

and early stage of learning. As the action dictates stronger turns, the value decreases.

At the extremes, the turn is so radical that it causes the robot not to reach the goal

(this corresponds to the flat parts of the curve).

If we place an obstacle in front of the robot, 50cm from it, directly in line with

the goal, we get the partial value-function shown on the right of figure 7.21. Driving

straight ahead is now a bad thing to do, as reflected by the low value in the center

of the graph. However, turning to either side is much better. However, a turn that is

sufficiently aggressive to avoid the (quite close) obstacle is too large to allow the robot

to recover and reach the goal. This is clear if one looks at the values of the actions

at the edges of the curve. They are close to the default value of zero, meaning that

(at this point in learning) the system does not believe that the goal can be reached

from those states.

Figures 7.22 and 7.23 show how the greedy action changes with the position of

the obstacle, after 15 phase two training runs. Again, the robot is 2m from the goal

and pointed towards it. Figure 7.22 shows how the magnitude of the greedy action

varies with distance to an obstacle placed directly in the path to the goal. As might

be expected, the closer the obstacle is to the robot, the more aggressive the turn has

to be to avoid it. When the obstacle is removed altogether, the greedy action is close

to zero, as suggested by the left side of figure 7.21.
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Figure 7.23: Greedy action as a function of bearing to an obstacle.

Figure 7.23 shows how the greedy action varies with the heading to an obstacle

50cm from the robot. A heading of 90 degrees is directly in front of the robot, blocking

the goal. A heading of 0 degrees is on the robot’s right, out of harm’s way. When the

obstacle is to the side of the robot, it does not affect the action of driving straight to

the goal, since the robot cannot actually collide with the obstacle. As it comes closer

and closer to the center of the path to the goal, larger and larger turns are called for

in order to avoid it. As the obstacle crosses the path to the goal from left to right,

the greedy action changes from a radical right turn to a radical left turn. Ideally, we

would expect the graph to be more symmetric. However, because of asymmetry in

the way in which the world is sampled, the value-function approximation will often

be skewed somewhat.



Chapter 8

Contributions and Further Work

This chapter summarizes the contributions made by this dissertation. We then go on

to discuss several possible ways in which this work might be extended in the future.

8.1 Contributions

In this section, we look at the main contributions made by this dissertation. These

contributions fall into three broad categories, making value-function approximation

safer, supplying initial knowledge to robot learning algorithms and JAQL, the frame-

work that ties everything together.

Safe Value-Function Approximation

The first main contribution of this dissertation is a collection of techniques for making

safe value-function approximations using an instance-based function approximator.

Although we use locally weighted regression as a function approximator in this dis-

sertation, much of the work presented here is relevant to any instance-based method.

The key point is that we must keep all of the training points in memory, in order

to allow us to perform the tests that are necessary to ensure the safety of our value

function estimates.

Although some instance-based function approximators, notably locally weighted

119



120

averaging, are guaranteed to converge [46], the techniques presented in this disser-

tation allow us to use other, potentially more powerful function approximation al-

gorithms. We want to use function approximators that learn and generalize as ag-

gressively as possible, while still giving safe predictions. Generally speaking LWR

techniques are more aggressive than LWA techniques, so they are to be preferred if

we can retain some reasonable assurances that they will not cause VFA to fail.

Safe value-function approximation is vital for the success of any reinforcement

learning system. Not only do approximation errors lead to wrong value function

predictions, but these wrong values can then be used in backup operations. This

quickly causes errors in the value function approximation to accumulate out of control,

and renders the approximation useless.

IVH and Q-Value Bounds Checks

The main mechanism for ensuring the safety of the value-function approximation in

this dissertation is the use of an Independent Variable Hull (IVH) and bounds checks

on the predicted Q-values. For every query, the IVH constructs an approximate

elliptic hull around the training points. If he query point lies within this hull, then

the prediction proceeds as normal. If, however, the query point lies outside of this

approximate hull, then it is deemed that there is not enough training data to support

the query, and a default value is returned.

If the query lies within the hull, the predicted value is compared to the maximum

and minimum possible values (based on the observed rewards, as outlined in sec-

tion 4.6.4). If the predicted value lies outside of these bounds then, again, a default

value is returned.

The default value can take one of two forms. The most simple is to return a

constant value. This somewhat corresponds to the initial values placed in the cells of

a standard tabular value-function representation. Another, potentially more powerful,

approach is to use a locally-weighted averaging prediction as the default value. This

allows us to give a more accurate prediction, based on the current training data, while

still guaranteeing safety.
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Greedy Action Selection

One of the problems with using a value-function approximation scheme is that the

maximizations required by Q-leaning for greedy action selection and the application of

the backup operator are no longer simple. In a tabular value-function representation,

the maximization simply consists of checking the value of each discrete action. In the

continuous case, this becomes a much more complex noisy optimization problem. To

make matters worse, Q-value prediction is often a relatively expensive operation, and

we cannot afford to perform a great number of predictions and still hope to act in a

timely manner.

We have proposed a two-phase optimization for robustly finding maxima in the

value function, fully described in section 4.8, that use very few Q-value samples, but

still robustly identifies maxima. The first phase is based on a single pass of the

Pairwise Bisection algorithm [6], and attempts to identify the general area of the

maximum. This area is then explored by a variation of Brent’s algorithm [24], which

actively samples values until it identifies.

Supplying Initial Knowledge

One of the main hurdles to implementing a reinforcement learning system on a real

robot is overcoming the lack of initial knowledge. If we know nothing of the task

beforehand, it is often difficult to make any progress with learning. It may also be

difficult to keep the robot safe during the early stages of learning, when our knowledge

of the environment is incomplete.

Supplied Example Trajectories

Our main contribution in this area is in using supplied initial trajectories to bootstrap

the value function approximation. We supply the learning system with example tra-

jectories through the state-action space that expose “interesting” parts of the space.

Such “interesting” places are those in which we receive useful reward information

that allows us to improve our value-function approximation. Since we are most often

interested in sparse reward functions, these correspond to ares of the state-action

space in which we receive a non-default reward.
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In tasks with sparse reward functions it will often be difficult, if not impossible,

to stumble across a reward-giving state by chance in any reasonable amount of time

(as discussed in section 7.4.2). Unless we reach at least one reward-giving state, it is

impossible to make any progress with learning to complete the task. Thus, supplied

example trajectories allow us to make sure that we expose the learning system to

these important states, and ensure that learning has a chance.

Also important is that this method of bootstrapping information into the value

function is easy and intuitive to use. Previous work [56] has used example trajectories,

but they were hand-crafted by a programmer with a detailed knowledge of the task

to be solved. In our case, the examples can be expressed as either an example control

policy, or by recording the results of direct human control of the robot. In both cases,

we are recording the state transitions and actions of the robot, so they are more likely

to follow their true distribution that if we had artificially constructed them.

In the case of direct control with a joystick, there is the added advantage of

not having to know how to express the control policy in terms that the robot can

understand. Often, robots are called on to perform tasks that we, as humans, see

as simple and intuitive. The difficulty often lies in translating our intuitions into a

mapping from robot sensors to robot actuators. By using direct control to supply the

example trajectories, we avoid this problem, since we are controlling the robot at the

behavioral level, and allowing the underlying mechanisms of the learning system to

fill in the low-level sensor and actuator details.

Use of Bad Examples

Using example trajectories to train robots is not a new idea. However, several systems

attempt to learn the trajectories that they are shown (for example, [10]. There is an

inherent danger in this, in that the system will only learn a policy as good as the ones

that it is shown. If examples that are terrible are given, then the learning system will

have a poor final performance. This is especially relevant to use, since it is unlikely

that a human controlling the robot with a joystick will cause it to behave optimally

for any given task.

Using Q-learning as our underlying learning paradigm allows us to avoid this

problem, however. Q-learning does not attempt to learn the policies that created its
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example policies. Instead, it uses the trajectories given by these examples to build

a model of the value of taking certain actions in certain states, and then uses this

value function to define a policy. The end result of this is that (in theory, at least)

arbitrarily bad example policies can still be used to learn optimal behavior. This

gives us a great advantage when performing learning on a robot, where we may often

not have a good idea of the best control policy.

The JAQL Learning Framework

The main contribution of this dissertation is the JAQL framework for reinforcement

learning on robots. This framework ties together all of the work presented in the

dissertation, allowing safe, online reinforcement learning on real robots. The main

points of JAQL are that it allows safe and timely learning to be carried out on real

robots by providing an intuitive method for incorporation prior task knowledge.

Safe Learning for Real Robots

JAQL allows us to make learning on real robots safe in the physical sense. Having

no initial knowledge necessitates taking more-or-less arbitrary actions early in the

learning process. We give an intuitive framework for incorporating human knowledge

about a given task, and use two learning phases to exploit this knowledge effectively.

In the first phase of learning, we do not allow the learning system to control the

actions of the robot. Instead, the robot is controlled either by an example policy,

or directly with a joystick. Both of these are assumed to be capable of keeping the

robot safe, while still exposing it to the interesting parts of the state space, as defined

above.

Once the system has learned enough about the world to make informed decisions

about how to act, the second learning phase begins. In this phase, the learned control

policy has direct control over the robot’s actions, in collaboration with an exploration

policy. This use of two learning phases has been shown both to accelerate learning,

and to provide for physical safety in the early stages of learning.
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Framework for Incorporating Prior Knowledge

As shown in section 7.4.2, learning on a real robot with a large, continuous state

space is almost impossible without the use of prior knowledge about the task and

environment. JAQL allows allows the intuitive addition of such knowledge to the

reinforcement learning system. This knowledge can be in the form of example control

policies or direct joystick control. The two main advantages of the approach used

by JAQL is that it does not expect the human expert to have any knowledge about

the robot or reinforcement learning, and the fact that it can learn effectively from

suboptimal example policies.

When directly controlling the robot, a human with no knowledge of the technical

aspects of the robot can effectively communicate prior knowledge to JAQL with little

prior training. The end effect is similar to that achieved by Lin [56], but without the

human having to have explicit knowledge of the state and action spaces occupied by

the robot. By ensuring that JAQL can cope with sparse reward functions, we make

the creation of useful reward functions more straightforward. The rewards in these

sparse reward functions typically correspond to events in the world such as reaching

the goal, or colliding with an object. A human observer can easily supply such a

reward function by observing the robot’s behavior and indicating the appropriate

reward on a control pad. Again, no knowledge of RL or the robot is necessary.

When writing control code for the robot, human programmers often have mistaken

assumptions about the robot’s sensors and dynamics. This can manifest itself in

suboptimal performance of the final code. It is also likely that less-than-perfect

behavior will result from direct control of the robot. One of the main advantages

of JAQL is its ability to use the trajectories created by such suboptimal policies to

learn a good final control policy.

8.2 Further Work

There are several promising direction for further work based on the results presented

in this dissertation. In this section, we look briefly at some of these directions and

discuss their potential usefulness.
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Larger State and Action Spaces

In the experiments reported in this dissertation, we were able to learn control policies

for a 4-dimensional state space, with one action dimension. This meant that many

operations took place in a 5-dimensional space. We were not, however, able to make

the system perform compellingly well in higher-dimensional spaces. Most notably,

obstacle avoidance with two obstacles did not work well. Although the system showed

signs of learning, it was never able to find the goal state, despite extended amount

of training. We believe that part of the problem is simply that 7-dimensional spaces

(the size used in the two obstacle experiment) are large enough that the amount of

training data needed exceeds the amount that we can reasonably supply during phase

one training. Also, Euclidean distance does not perform well in high-dimensional

spaces, and may be contributing to the failure.

An important extension to this work would be to increase the size of the state

spaces that it can deal with. This would involve designing better distance metrics,

and also making better use of the experience that we are able to gather. Another

possibility is to include models of the robot dynamics and performing “thought ex-

periments” to help bootstrap information into the value-function approximation.

We only considered the 1-dimensional action case in this dissertation. Restricting

ourselves to one action dimension meant that we could perform efficient searches when

looking for the greedy action. Moving to higher-dimensional action spaces means that

we would have to use more sophisticated (and expensive) search methods, such as the

downhill simplex method [83].

Theoretical Guarantees

The work in this dissertation is primarily experimental. Although JAQL has been

shown to work in a number of real and simulated domains, there are no formal

guarantees of convergence. A logical next step is to attempt to put such guarantees

in place. In particular, we would like to show that Hedger does not overestimate

the differences between functions. This would make Gordon’s results [46] apply, and

guarantee convergence. The key to this seems to be showing that the use of the IVH

and bounds checking is sufficient for making LWR safe. Although this does not seem

likely at present, one avenue of research is to look at how we might further restrict
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the conditions under which LWR predictions can be made, so that Gordon’s results

might apply.

Exploration Policy

The exploration techniques used in this dissertation are somewhat primitive. We

are interested in exploring the state-action space as aggressively as possible, while

still keeping the robot safe. Hence, it seems that more intelligent exploration strate-

gies, such as those proposed by Wyatt [116] might give us significant performance

improvements.

At the moment, exploratory actions might “explore” areas of the state-action space

that already well-known. Explicitly using knowledge of state-action space coverage

would allow us to perform more useful exploration, by selecting actions that at the

fringes of our current knowledge.

Better Prediction Validity Checks

The current use of the IVH seems to work well in practice, especially when supported

by bounds checking of the returned values. However, it is easy to think of cases where

it would certainly fail. An obvious extension of this work is to look at better checks

to ensure that our LWR predictions are safe.

One possible approach is to calculate the training point density around a query

point. This could be done by placing a Gaussian at each training point, and summing

their effects at the query point. If there was sufficient density at the query point, then

we would deem the prediction to be safe. Alternatively, there might be some way of

characterizing how “surrounded” a query point is by training points. Queries that

are completely surrounded by training points will tend to be safer than those that

are not.

Better Distance Metrics

In this dissertation, the standard Euclidean distance metric was used. This is prob-

ably not the most appropriate metric, especially in the state-action space. The per-

formance of Hedger might be significantly improved if a more appropriate distance
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metric was implemented.

Having a distance metric based on reachability of states seems like a reasonable

idea. In a discrete domain, this distance would correspond the to minimum number of

steps that would be needed to move between two states (under all possible policies).

States that you can never reach from the current state have infinite distance, and

would play no part in the LWR value-function approximation. This idea become

somewhat more complex in continuous state and action spaces, because there are a

huge number of states that the robot can end up in after every step. This makes

determining reachability much more complex.

Single-Phase Learning

Currently, the transition between learning phases is done when the human controller

thinks that the system has learned enough to be safe. It would be much more satis-

fying to have JAQL decide automatically when it was ready to make the transition.

It would also be desirable to be able to make the transition at different times in dif-

ferent parts of the state space, based on the distribution of the training points and

the “easiness” of the control policy in that part of the space.



Appendix A

Reinforcement Learning Test

Domains

A.1 Mountain-Car

The mountain-car task models trying to drive an under-powered car up a steep hill

(shown at the right of figure A.1). The car is not sufficiently powerful to reach the

top of the hill from a standing start at the bottom. It must first reverse up an

adjacent hill (to the left) to gather sufficient momentum to carry it to the top. Our

implementation follows that described by Singh and Sutton [94].

The system has two continuous state variables, representing the position, x, and

velocity, v, of the car, both of which are bounded,

−1.2 ≤ x ≤ 0.5,

Goal

Figure A.1: The mountain-car test domain.
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−0.07 ≤ v ≤ 0.07.

Time is discretized into steps of length ∆t, set to 0.05 seconds in our experiments.

At each step an action, a, is applied. For discrete actions, a can take the values -1,

0, or 1, corresponding to applying full reverse power, applying no power, and apply

full power forwards respectively. For continuous actions a can take on any value in

this range,

−1 ≤ a ≤ 1.

The action takes causes the state of the system to evolve following a simplified model

of physics,

vt+1 = vt + a∆t− g cos (3pt) ,

pt+1 = pt + vt+1,

where g = 9.8 is the force of gravity.

There are two common reward functions used with this test domain. In both

reward functions, there is a reward for reaching the top of the hill, a penalty for going

too far to the left, and zero reward everywhere else. The functions differ in the way

in which they allocate rewards at the goal state. One function simply rewards getting

to the goal state by giving a reward,

r =



















−1 if x = −1.2

1 if x ≥ 0.5

0 otherwise

.

The other function gives a larger reward for reaching the top of the hill with a small

velocity,

rt+1 =



















−1 if x = −1.2

1− |v/0.07| if x ≥ 0.5

0 otherwise

.

Note that the maximum reward of 1 will be assigned if the car arrives at the top of

the hill with zero velocity.

A.2 Line-Car

The line-car task is a simulation of an idealized car that is capable of moving in one

dimension. The goal of the task is to move the car from the start state, at the right



130

Start
State

Goal
State

Figure A.2: The line-car test domain.

of figure A.2, to the goal state, in the middle of the line. We are allowed to control

the acceleration of the system at each time step, with the reward being a function of

current position and the action taken. Our implementation follows that described by

Santamaŕıa, Sutton and Ram [89], who refer to the task as the Double Integrator.

The system has two continuous state variables, representing the position, p, and

velocity, v, of the car. Both of these variables are bounded,

−1 ≤ p ≤ 1,

−1 ≤ v ≤ 1.

Time is discretized into steps of length ∆t, set to 0.05 seconds in our experiments.

At each time step, an action, a, is applied, corresponding to an acceleration of the

car, where

−1 ≤ a ≤ 1.

The system has linear dynamics and evolves according to

vt+1 = vt + a∆t,

pt+1 = pt + vt+1∆t.

The start state for this task is v = 0, p = 1, and the goal state is v = 0, p = 0.

Experiments are typically run for 200 time steps, or until the car goes outside the

bounds of the state space.

The reward function for this task is dense, and depends on the current position

and the action taken, with an additional penalty for going over the boundaries of the

state space,

rt+1 =







−50 |p| > 1 or |v| > 1

−(p2
t + a2

t ) otherwise

A simple closed-form optimal policy exists for this reward function, and is given by

a∗t = −
(√

2vt + pt

)

.
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The Robot

The robot used for the experiments described in this dissertation is a Real World

Interface, Inc. B21r mobile robot. The robot is cylindrical and travels on four wheels.

Sensors are mounted radially on the chassis, which also contains the computer systems

and enough batteries for up to six hours of operations.

B.1 Locomotion System

The robot base is designed around a synchronous drive system [41, page 22], illus-

trated in figure B.1. The four wheels are tied together, and always point in the same

direction. This means that the base has two degrees of freedom, rotational and trans-

lational, and can turn in place. The chassis (containing the sensors) turns with the

base. The robot maintains an estimate of it’s current pose, (x, y, θ) using an odometry

system built into the base.

Movement commands to the robot are given in terms of translation velocity, vt,

in meters per second, and rotation velocity, vr, in radians per second. The idealized

forward dynamics are then given by

x (t) =
∫ t

0
vt cos (θ (t)) dt,

y (t) =
∫ t

0
vt sin (θ (t)) dt,

θ (t) =
∫ t

0
vrdt.
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vt

vr vr

vr

vr

Figure B.1: Synchronous drive locomotion system.

B.2 Sensor Systems

The robot is equipped with a number of active sensor systems, including sonar, laser

rangefinder and infra-red, and a system of bumpers that can detect contact between

the robot body and objects in the environment. We will limit ourselves to a descrip-

tion of the laser rangefinder, since it is the only sensor used in the work reported in

this dissertation (other than the odometry system).

The laser rangefinder returns sets of 180 distance measurements at a frequency

of approximately 2.3Hz. The measurements are taken radially from the axis of the

robot, and are spaced 1 degree apart over the forward 180 degrees of the robot. The

distance is calculated by performing phase-difference calculations on the outgoing and

reflected laser beams [42, chapter 6], and is accurate to approximately ±5cm over a

range of 50m.

B.3 Computer Hardware and Software Systems

The robot used in these experiments has a Pentium-III 800MHz processor, with

128MB of RAM, mounted in it. This system proved to be ample for the compu-

tational requirements of the work in this dissertation.
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The robot comes equipped with a high-level interface to the various sensors and

actuators, allowing some abstraction from the actual hardware devices. We added

an additional layer of software that imposed a serial computation model, with fixed

length time steps. This framework gives access to the sensor values and allows the

control policy to specify the translation and rotation speeds for the base. The frame-

work is shown in figure B.2. Most of the computation is performed in the “run” box.

We chose to use this model for a number of reasons. Most importantly it ensures that

the the time taken between control decisions remains constant.1 This is important,

since the timestep is an important part of the system dynamics that JAQL is (implic-

itly) learning. If the time step changes, this can cause learning to fail. A secondary

reason to use this framework is that it clamps the sensor and actuator values during

the execution of the policy (in the “run” box) in any given time step. This means

that there are no race conditions on sensor reading, for example, and that we can

more easily analyze the input/output behavior of the policy.

1This framework does not add any real-time guarantees to performance. It does, however, manage
to ensure that the time between control decisions is approximately fixed, to within approximately
20 milliseconds. This is close enough for our purposes.
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Initialize

Read Sensors

Write Actuators

Write Actuators

Run Policy

Read Sensors

Read Sensors

Shutdown

Write Actuators

Figure B.2: The control framework.



Appendix C

Computing Input Features from

Raw Sensor Information

This appendix gives details of how the input features for the two robot experiments

were constructed from the raw sensor data available to the robot. For both of the

feature extraction systems, the data from the laser rangefinder were used. The raw

distances from this device were preprocessed, resulting in 180 (x, y) contact points,

representing where the beams hit an object in the world. All calculations were carried

out in the robot’s current coordinate frame, with the robot at the origin, pointing up

the y-axis.

C.1 Detecting Corridors

The goal is to extract three features, the distance to the end of the corridor, the

position of the robot in the corridor and the angle that the robot is making with the

corridor direction. We assume that the robot is in a corridor, and that the end of

the corridor is visible to at least of the laser beams. This means we can simply use

the longest laser reading as the distance to the end of the corridor. The other two

features are more difficult to extract, however.

We proceed by determining equations for the two walls of the corridor, based on

the contact points from the laser rangefinder readings. We use a Hough transform [40]

to extract possible lines from these 180 values. The most likely line is calculated from
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the Hough transform, and all points within 30cm of that line are determined. These

points are then used in a linear regression to determine the most likely equation

for one of the walls. The next most likely line is then calculated from the Hough

transform, and another regression performed. We check to see that the gradients of

these lines are similar, and then use their average as the centerline for the corridor.

From the intercept of this centerline, we can calculate the position of the robot in

the corridor. We can similarly calculate the relative heading of the robot using the

gradient of the centerline.

It is, in theory, possible to use the line predictions from the Hough transform

directly, without performing an addition linear regression. However, with so few data

points, these predictions tend to be very unreliable. In order to robustly identify

lines, the discretization of Hough space in the accumulator array (see [40] for details)

had to be very coarse. Using this as a first step to select candidate points for the

linear regression proved to be much more reliable.

Although the Hough transform can be a relatively expensive procedure in general,

it is not so in this situation. With a course discretization of the accumulator array

and only 180 data points, we were able to calculate the corridor features extremely

quickly.

C.2 Detecting Obstacles

For the obstacle avoidance task, two types of features must be extracted. The first is

the distance and heading to the goal state. This is easily calculated from the robot’s

odometry system. The odometry location, (xg, yg), of the goal is recorded at the start

of the experiment. The distance and direction can then be calculated with simple

trigonometry using the current odometry information.

It should be noted that the odometry information tends to drift over time. Over

time, the difference between the position reported by the odometry system and the

actual position of the robot increases. This is due to conditions not modeled by the

odometry system, such as friction and wheel slippage. This means that, over time,

the position that the robot considers as the goal position, (xg, yg), will drift away

from the actual, physical goal location. This is not a concern for these experiments,
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however, since the odometry system is taken as the ground truth for location.

The second type of features that must be extracted for this task are the distance

and heading of obstacles in the environment. Again, we use the (x, y) contact points

generated by the laser rangefinder to detect the obstacles. These points are then used

as input to an Expectation Maximization (EM) algorithm [37], similar to k-means

[67] that clusters them into likely obstacles. The maximum number of obstacles and

their size is known in advance. For these experiments, obstacles were cylindrical,

approximately 10cm across and tall enough to be detected by the laser rangefinder.

Algorithm 10 shows the details of the obstacle detection method. Lines 3 through

Algorithm 10 Obstacle detection.
Input:

Set of contact points, (x1, y1), (x2, y2) . . . (x180, y180)
Maximum number of obstacles, k
Distance threshold, d

Output:
List of obstacle centers, (xo

1, y
o
1), (x

o
2, y

o
2) . . . (x

o
k, y

o
k)

Number of points in each class, n0, n1 . . . nk

1: Assign a random classification, ci ∈ {0, 1 . . . k} to each point, (xi, yi)
2: repeat
3: for each classification, i = 1, 2 . . . k do
4: set (xo

i , y
o
i ) to be the average of all points in ci

5: nci
← 0

6: for each data point, (xi, yi) do
7: ci ← arg maxj distance((xi, yi), (x

o
j , y

o
j ))

8: if distance((xi, yi), (x
o
ci
, yo

ci
)) > d then

9: ci ← 0
10: nci

← nci
+ 1

11: until classifications do not change

5 are the expectation step, while lines 6 through 10 are the maximization step. In

order to avoid classifying the background as an obstacle, we introduce an additional

classification, c0, corresponding to non-obstacle contacts. The distance from any

contact point to c0 is d, which is usually set to be about 20cm. By adding this

additional classification, we can use a standard EM procedure to robustly identify

obstacles in front of the robot. Once algorithm 10 is run, we assert that for every

ni > 2, there is an obstacle at (xo
i , y

o
i ). Insisting on having at least two data points

in the class increases the robustness of the algorithm.
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